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Abstract   

Quantum Cryptography is an important technology that is beneficial in securing information in long term 

cryptosystems. Every day, in almost every region of the world the researchers are trying their level best to secure 

such enormous and sensitive information which are considered at risk of attack at any time. But now researchers 

have found the way of securing information at a quantum level that is by Quantum Cryptography. Quantum 

Computers are giving significant advantages to the society today in several areas. Some of the advantages can be: 

they are able to break much of the current cryptography; they are faster and makes the work more prominent 

while giving efficient results. While quantum computers have some disadvantages also but its positive impacts 

outweigh its negative impacts so easily.  Security for cyberspace and personal information in the Future Internet 

should be considered as an important element for the human survival. Here quantum cryptography plays a 

significant role and becomes the first consideration. Quantum Cryptography relies on the principle of Quantum – 

Mechanics. This paper discusses briefly what quantum cryptography is and then explains its advantages and 

disadvantages. After this, analyze the status of Quantum Cryptography in Future Generation. It also explains how, 

Quantum Cryptography plays its major role in providing security for various applications especially cyberspace 

security for the future Internet that is securing information so that no one else can read the message and it is 

kept safe. 

Keyword:  QuantumCryptography, Heisenberg uncertainty principle, principle of polarization, photon, secret key 

cryptography, encryption, quantum mechanics.    

1. Introduction  
Quantum Cryptography was introduced by the works of Stephen Wiesner and Gilles Brassard. In the early 1970s 

Wiesnerconceived the concept of quantum conjugate coding. Both the researchers came to know about the idea 

of how to use quantum physics for transmitting significant messages between sender and receiver. The 

transmission of messages was achieved by using individual photons from a sender to a receiver through an optic 

fiber. [1] The objective of Quantum Cryptography is to keep the information secure and safe from eavesdropper. 

The two important pillars for Quantum Cryptography are: Heisenberg Uncertainty Principle and Polarization of a 

Photon. Now let us understand how Heisenberg Uncertainty Principle is related with Quantum Cryptography 

i.eone cannot know absolutely everything about the state of a quantum. With the help of polarization of photon 

the information can only be known when it is measured i.e. an eavesdropper cannot copy unknown quantum 

states. [2] In 1984, Bennet and Brassard introduced the first quantum cryptographic communication protocol 

which was known as BB84, proposing quantum key distribution. QKD is an important approach that is beneficial 

for generating and distributing random keys based on principle of quantum physics. In QKD, information is sent 

through polarization of a photon. [3] A common type of encryption is based on secret key cryptography. It says 

that information can be converted into readable format if and only if proper secret key is entered.[4] Classical 

Cryptography is the most useful in securing information as it is dependent on public and private keys. It majorly 

helps in forming many technological solutions to the problems that arise in the computer and also helps in 

securing information. [5] The key technologies which can be used to ensure security of information are 

mailto:ashij07@gmail.com1
mailto:ssharma22@amity.edu2
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cryptography and network security. Quantum Cryptography is the most significant branch under Cryptography 

which relates quantum mechanics with classical cryptography. [6] 

1.1. QKD SYSTEM 

The first quantum cryptographic communication protocol mainly known as BB84, introducing a new and 

innovative concept known as quantum key distribution. QKD is an approach that is dependent on the quantum 

laws of physics and is mainly used for generating and distributing random keys in order to secure information. 

QKD basically allows two people to generate a random shared secret key which is available to them only that is 

no one else can see it. This key can be further used and applied to encrypt and decrypt messages in order to 

provide security to the information.  In QKD, information is sent through polarization of a photon. The photons 

are sent via an optical fiber. The QKD system mainly contains quantum channel and a classical channel. The 

quantum channel consists of a transparent optical path which is used to pass single photons. The classical channel 

is closely tied to quantum channel for timing requirements and it is not necessary to be optical. 

 
                                    Figure 1.  A pictorial representation of working of QKD System. 

 

 

QKD SYSTEM BLOCK DIAGRAM 

 

1.2.  ADVANTAGES OF QUANTUM CRYPTOGRAPHY 

Now let’s discuss the advantages of Quantum Cryptography. 

a) Encryption is the process of converting information or data into a code so that it can only be read by 
certain people. Hence encryption techniques protect the information and personal details like bank 
accounts, dob etc. from unauthorized access. 

b) It is simply not possible for someone to steal information that belongs to two people. Here quantum 
cryptography plays the major important role. 

c) Now it is not possible to copy the data if it is in the quantum state. If someone intentionally tries to read 
that encoded data then quantum state may change its existing state. 

d) Quantum Cryptography is simple to use and also requires less resources to ensure its proper 
functioning. 

e) The basic function of quantum cryptography is to secure information when passed from one person to 
another, based on fundamental laws of physics rather than mathematical algorithms and computing 
technologies.  

 

1.3.  DISADVANTAGES OF QUANTUM CRYPTOGRAPHY 

Where there are advantages of quantum cryptography, thereby it has disadvantages also. 

a) While information travelling through an optic fiber, it may be possible that polarization of photon 
may change its state due to some specific changes. Because of that it will be very hard and 
difficult to discover, track and stop an eavesdropper. Then there are little chances to secure 
information in serious situations. As a result the information can get into wrong hands. 
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b) Another negative impact of quantum cryptography is: COST. The cost is considered in terms of 
time and money. The cost is in terms of time because of addition of more cryptographic 
techniques while processing information can cause delay. 

c) Quantum Cryptography cannot protect information from those threats that emerge from poor 
design of systems. 

d) Selective Access Control is another fundamental need of keeping the information secure which is 
not provided in quantum cryptography. 

e) Quantum cryptography does not allow to send keys to two or more different locations because 
quantum principles do not allow this. Therefore, it needs a separate channel between the initial 
source and final destination which can perform the assigned function. 

 

But it is observed that positive impacts of quantum cryptography have outweighed the negative impacts of it. 

 

1.4. FUTURE STATUS OF QUANTUM CRYPTOGRAPHY 

Cyberspace security in the future should be examined as an important element because secure information is 

important for human survival. MOOC is a new online course which is introduced by Cal Tech and Deft University 

which thereby helps engineers, scientists and cybersecurity researchers to prepare for quantum computing in 

future and its associated needs with a course on quantum cryptography. In near future, Quantum Cryptography 

will focus on the principles of quantum mechanics which can be helpful to create secured lines of communication. 

It will also take the advantage of quantum effects for example entanglement which can be further used to apply 

cryptographic tasks that will give security beyond the reach of classical cryptography.Quantum cryptography will 

offer a great help in the field of finance, energy, healthcare, space etc. It will help us to improve global markets, 

traffic, climate, cure diseases and so on.  

Hence in future, quantum cryptography will be such a powerful technology that it will make the life of human 

beings better and there will be no cases of threats or frauds regarding cyberspace. 

1.5. EMERGING TRENDS IN QUANTUM CRYPTOGRAPHY 

Today many hackers still can crack the toughest internet security codes or important information. To solve this 

major problem, researchers are trying their level best and finding the unique properties that drive quantum 

computers to create a secure platform where no one can see the secret message without permission. 

The new and powerful technique that the researchers have found is that quantum cryptography is capable of 

generating and allocating the encryption security codes at megabit per second rates. It is five to ten times faster 

than the existing methods and it can run at several systems at single time. 

The researchers ensure that this particular technique is safe from all the cybersecurity attacks.  

2. Literature Review 
This paper explains the basic meaning of quantum cryptography and how it is related to quantum key 

distribution. The research paper explains the characteristics of quantum cryptography, weaknesses of modern 

digital cryptosystems and the application of this technology and its limitations.[7] 

Quantum key distribution (QKD) or also called as quantum key exchange (QKE) secures the informationthat relies 

on the laws of quantum mechanics. In this paper QKE is being compared with traditional key establishment 

protocols in order to secure information. [8] 

In this paper, quantum cryptography in wireless network has been described briefly, and it initiates a scheme that 

is integrating quantum cryptography which is helpful for the distribution of the encryption keys and securing 

information. [9] 

In this paper, we study how the protection of QKD is finite and significant described under the law of quantum 

physics. We are also able to know those summarization steps, that are required and followedin order to ensure 
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that the particular information is read by the correct person. Also, this paper demonstrates how two-way QKD 

protocols can be considered in the security analysis.[10] 

It is understood that quantum cryptography creates interconnection between mathematics and quantum physics. 

Thus, the objective of this research paper was to discuss the traditional application of quantum cryptography and 

quantum key distribution. This paper also figures out some relevant developments in the context of quantum 

cryptography. [11] 

It is familiar that cryptography protects the information and personal details from the sender to the receiver. 

Now the combination of 3AQKDP which is called as implicit and 3AQKDPMA which is called as explicit quantum 

cryptography helps to provide more authenticated secure information between two people. This paper discusses 

the same thing. This research paper also explains the application of cryptography in various fields.[12] 

It is familiar that cryptography is an art of science that secure information between sender and receiver with the 

help of common key. Today in cryptography, security is based on mathematical complexity of the algorithm. This 

paper explains the radical use of quantum mechanics for cryptography. [13] 

Quantum Cryptography is a very popular technology that helps to communicate people in a secure environment. 

This research paper has its objective to mark the rise of quantum cryptography and explain quantum key 

distribution and quantum network and analyze its advantages. [14] 

Because of development of science and technology, cyberspace security has become a serious issue for the 

Internet in near future. Hence in this paper, the focus is to analyze characteristics of quantum cryptography and 

also explain its benefits in the future Internet [15] 

 

3. Methodology 
Cryptography simply means to keep a message secret during transmission through untrusted channel. The 

encoding and decoding of messages are perform by Secret Key. Secret Key Cryptography is where the message is 

only known to sender and receiver and anyone can see the message but they can’t read it without the key. The 

key is used to keep your conservation safe.  

Modern computer will soon be replaced by Quantum Computer. One type of Cryptography is Quantum 

Cryptography. Quantum Cryptography is the process of securing information by converting it into unreadable 

format called as cipher text. The information can be converted to readable format if and only if proper key is 

entered. What makes it powerful is that it is not dependent on maths but it relies on laws of physics.  

Suppose Alice wants to send a private message to Bob, for that Alice encrypt the message using a key made up of 

ones and zeros. Then Alice send the key to Bob by a secure line but remember that no one else sees the key. But 

a random person says an eavesdropper enters into the secure line and has read all the messages and then their 

secret will be publicly known. But it would never happen if they use quantum cryptography. 

Here the key is a stream of photons or light particles. Photons have a property called spin which can be changed 

when it passes through a filter: vertical, horizontal and two diagonals. There are two schemes: diagonal scheme 

and rectilinear scheme. 

 

Figure 2. A diagram representing difference between the two schemes used in quantum cryptography.                    
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  Two schemes: Rectangle scheme and Diagonal Scheme. 

 

Now Alice start sending Bob photons switching between filters at random. Now here’s where Heisenberg 

Uncertainty Principle plays an important role. The only way Bob can measure a photon’s spin is by passing it 

through a filter. If Bob measures a photon with rectilinear filter she will guess it correctly and it will be noted 

out as 1. But if it uses diagonal filter the photo spin will be altered as it passes through and it will be noted 

out as 0. And hence she will get the information wrong! The laws of physics prevent her from knowing the 

key.Now for ensuring whether Alice has sent the message to Bob only Alice has to do certain things. Alice has 

to call Bob and tell him which scheme she has used for what photon. Alice doesn’t need to tell whether it was 

1 or 0, just tell Bob whether it was rectilinear or diagonal. If she used right filter then Alice’s information has 

been sent to the right person and it is secured. 

 

 
Figure 3. Represents the photo spins. If it is 1 then the message is sent to correct person and if it is 0 then  

Message is sent to wrong person.  

 

 
 
Photo spin in Quantum Cryptography 

 

 

4. Result 

We are now familiar that quantum cryptography is a process of how to keep the information secure by 

converting it into unreadable format commonly known as cipher text. The information can be converted into 

unreadable format if and only if proper secret key is inserted.  
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Quantum computers are rejuvenating characteristics of cybersecurity and network. Some of the biggest 

technologies like Google, Microsoft, Intel etc. are taking this field quantum cryptography on a high level and has 

given it a speedy rise. Let’s see how.  

 

Figure 4. A graph showing the status of Quantum Cryptography in the recent years.  

 

Analysing position of Quantum Cryptography 

 

Quantum computers provide advantage for solving different types of computer problems. These problems need 

various methods related to technology in order to make the complete analysis of the problem and then find its 

solution. 

Today, the most powerful quantum computers offer a mix of powerful classical systems boosted by impressive 

quantum capabilities. And it is expected that by 2030, we could see quantum computers outplace classical 

counterparts. 

 

5. Conclusion 
In this research paper, several advantages and disadvantages of quantum cryptography were discussed in order 
to make the people aware of its impacts in network security now and in the future.  
Despite of numerous advantages in the field of quantum cryptography, there still are a lot of challenges that it 
had to face in near future. But hopefully the positive impacts of quantum cryptography will outweigh its negative 
impacts soon. 
Quantum cryptography is one of the most popular topics in the computer industry. In order to withstand 
quantum computers, new cryptosystems should be explored more and taken into consideration especially those 
which are not based on discrete logarithm problems. In this way quantum cryptography will give more positive 
results. 
 
As discussed, quantum cryptography depends upon two important pillars, one is Heisenberg Uncertainty Principle 
and the other is Principle of Photon Polarization. Without these two principles, quantum cryptography stands 
nowhere. Both the principle is supporting the functioning of quantum cryptography in one way or the other. 
Hence the characteristics of quantum cryptography can solve the problem of cyber security for the future 
internet. Also, it provides various security applications which is useful for securing information. 

 

6. Future Work 
It is true that quantum cryptography is the most popular topic in the field of science and technology. Quantum 
cryptography can change our life completely. Immediate applications of quantum cryptography can consist of 
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more energy efficient materials, weather forecasting and other applications of artificial intelligence. The future 
work of Quantum Cryptography should be of identifying the core element which supports the functioning of 
quantum cryptography by the same time enhancing the quality of that element to get more of its advantages. We 
can also find the solution to the problems that are faced by Quantum Cryptography. 
 
Then we can understand how quantum cryptography can be improved in order to satisfy the needs of the people 
in future. In near future we can also justify how quantum cryptography plays a significant role in Internet of 
Things and Cyberspace. 
 
With further new approach and modification in theory and practical, quantum cryptography could be the first 
application of quantum mechanics at the single quantum level. 
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Abstract   

Objectives: This paper presents the design and measurement of a Ku-band (16GHz - 18GHz) MMIC driver amplifier. 
This MMIC amplifier was fabricated with a 100µm thick substrate using 0.13 µm InGaAs/AlGaAs/GaAs pHEMT 
technology. This two stage MMIC driver amplifier demonstrated a measured linear gain of 16dB with gain flatness of 
less than ±0.5dB, Noise figure less than 5dB and the measured output power at 1dB gain compression is better than 
25dBm. This amplifier therefore provides reasonable output power and noise figure.  
 
Keywords: Ku-band, driver amplifier, satcom, GaAs MMIC, SSPA  

1. Introduction  

 Today’s wireless application gives the requirements of high linearity, low noise and high bandwidth. High 
performance and high linearity MMIC driver amplifiers for Ku-band applications have been increasingly receiving 
demands in both commercial wireless communications, such as point-to-point digital radio and satellite applications 
for its reduction in cost, size & system complexity. Recently, GaAs monolithic-microwave integrated-circuit (MMIC) 
technology has been expected with more reasons to extend its area to the commercial communications. Because 
many products need the operation range located in the sub-gigahertz to a few gigahertz, the GaAs MMIC is then 
continuous growing. It is especially suitable for the high linearity and low noise applications. 

When the PA operates at its nonlinear region, it will cause serious signal distortion. Therefore, it is desirable for 
power amplifier to linearly amplify RF signal efficiently. However higher efficiency can only possible when the power 
amplifier operates at its maximum output power which is normally a non-linear region. In communication systems, 
class-A amplifier are generally known for better linearity, however it will suffer from lower efficiency so class-AB 
mode is preferred to have moderate efficiency. Noise figure is another important parameter for a driver amplifier 
other than linearity. But all the parameters could not be achieved simultaneously. So there exists trade-off between 
these parameter.  

In this work we report a 16GHz to 18GHz GaAs pHEMT driver amplifier MMIC which is the building block of 
solid state power amplifiers (SSPA) for applications such as satellite communications systems. The 0.13µm PHEMT 
device used in common-source amplifier which has advantage of lower noise figure as well as higher gain. RLC 
Feedback technique has been incorporated to get better gain flatness. The specialty about this circuit is that this 
MMIC demonstrate minimum noise figure as well as sufficient output power with flatter gain response 
simultaneously. 

2. Circuit design 

The basic working of the driver amplifier is to drive the succeeding power amplifier with minimum distortion at the 
input of PA. Driver amplifiers are generally operated in linear class-A mode to enable high linearity and high gain, 
thereby keeping spurious signals generated by the PA is low, by reducing inter-modulation products. In the present 
design, driver amplifier MMIC consists of 2-stages with the power drive ratio of 1:2 to achieve required gain and 
output power. The peripheries of the PHEMTs are 0.6mm, 1.2mm for the first and power stage respectively. The 
driver requires a bias voltage of 4.0V & draws total quiescent current of 420mA (approx). The simplified block 
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diagram is shown in fig (1) below, where M1 & M3 is the input & output matching network respectively. M2 is the 
inter-stage matching network. The total chip dimension is 2.5mm x 3.3mm. 

 

 

 

 

 

 

 

Fig. 1. Block diagram of the driver amplifier 

The process selected for the Ku-band driver amplifier is 0.13um GaAs PHEMT foundry process. The device has 
maximum fT of 108 GHz. The MMIC process used for this design has two level of interconnect metals with air-bridge, 
metal-insulator-metal capacitor and thin film resistors. Since the fT is higher, stabilty of the amplifier over the entire 
frequency range is a major concern. Stability analysis was done on both stages to make sure there was sufficient 
margin over process variation. The process is designed to operate with a peak voltage upto 4.5V. Normally power 
amplifiers are preceded by driver amplifier since PA operates at saturation for maximizing output power & efficiency. 
Driver amplifier enhances the overall gain requirement and the gain flatness as well. Thus a driver amplifier should 
have good linearity so that minimum nonlinearity comes at the input of the PA. In this design RLC feedback topology 
have been incorporated at the first stage for attaining reverse gain slope & therefore ensure gain flatness. The 
fabricated chip microphotograph is shown in fig (2). 
 

To design the driver amplifier the output matching network, which transforms the maximum output power to the 
50Ω system is designed first. The required large signal load impedance Zopt,Q2 is composed of Ropt,Q2 and Cds,Q2. In this 
design the optimum large signal load impedance was 15.8+j*6.3Ω. Due to the fact that GaAs PHEMT is potentially 
unstable, a resistor (in parallel with a capacitor) is added in series with each device. The value of this stabilizing 
resistor must be small enough that it would not dissipate much power and reduce the overall gain and efficiency.  

 

Fig. 2. Fabricated chip photograph of driver amplifier (2.5mm x 3.3mm) 

M3 
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RFin 
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On the other hand, too small value series resistor before device can’t guarantee the stability of the device. after the 
output  matching network is added, the inter-stage matching network is then designed to match the output of the 
driver stage to the input of the power stage in order to reduce the mismatch loss. At the same time we also consider 
power matching for the Ropt & Cds of the first stage device. The inter-stage matching consists of blocking capacitor & 
tree structure of the power stage. RLC Feedback topology has been incorporated at the first stage & then both the 1st 
stage and inter-stage is optimized to get better output power flatness. All the microstrip lines, capacitors, inductors, 
etc used in the circuit are finally EM simulated to validate the passive models used to design the circuit. 

3. Measured Performance  

The MMIC has been designed in such a way that all the drain biases are situated at North side and the gate 
biases are at the South side of the MMIC as per the requirement. The amplifier was tested under CW mode of 
operation. Gain flatness is one of the critical parameter of this circuit; small signal gain of 16dB with flatness of better 
than ±0.5dB is achieved over the band as shown in fig (3). Fig (3) also shows gain plot of the circuit at small signal 
level as well as at 1dB compression point. Next important parameter is the driver amplifier linearity as discussed in 
this paper; fig (4) shows the measured output power versus input power performance of the circuit where it is 
observed that the saturated power of this driver amplifier at three different frequency point viz. 16GHz, 17GHz and 
18GHz is 27dBm. 

 

Fig. 3. Measured Gain at 1dB compression of the driver amplifier    Fig.4. Measured P1dB of the driver amplifier 

 

Fig.5. Measured Output power at 1dB compression over the band of the DA         Fig.6. Measured Overall Noise figure of the driver amplifier 
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 The P1dB variation over the frequency band is shown in fig (5) where it is well beyond 25dBm. The measured 
PAE performance varies from 22.4% to 24% from 16GHz to 17.5GHz frequency band. Normally driver amplifiers are 
operated at linear region which is well below the 1dB compression point, in this case the maximum output power 
required from this driver is 21dBm for the system which is in the linear region as depicted in fig (4). Finally the 
measured noise figure performance of the driver amplifier is shown in fig (6). On-wafer noise figure were measured 
at various locations yield noise figure < 5dB which is very appropriate for SSPA application. 

3. Tables  Table 1: PERFORMANCE COMPARISON OF VARIOUS GaAs BASED MMIC AMPLIFIER. 

Parameters Ref 
[4] 

Ref 
[5] 

Ref 
[6] 

Ref 
[7] 

Ref 
[8] 

This Work 

Frequency (GHz) 13-15 12-13 14-17 12-17 - 16-18 

P1dB (dBm) 30.2@14GHz >29 >30 27 >22@15GHz >25 

Noise figure(dB) - - - - - <5 

Gain (dB) 13.1-15.2 >20 29-32 18-20 >22 >16 

Gain flatness (dB) 1.9 - 3 2 - 1 

No. of stages 2 2 4 2 2 2 

PAE(%) 22.5 49-52 27.5 - 37(max) 22.4-24 

Technology 0.35µm GaAs 
pHEMT 

0.25µm 
GaAs 

pHEMT 

0.35µm GaAs 
pHEMT 

0.15µm 
GaAs power 

pHEMT 

0.15µm GaAs 
pHEMT 

0.13µm 
GaAs 

pHEMT 

3. Conclusion  

We proposed two-stage, low-power Ku band amplifier for Ku band Satcom applications. Both good linearity and low 
noise figure have been achieved. However higher output power utilizes bigger device size, which ultimately reduce 
the circuit noise figure so there exists a trade-off between these two. In this circuit the devices & the topology have 
been chosen in such a way so that optimum P1dB, Lower Noise figure and flatter gain response is ensured. 

Table1 shows comparison of various MMIC amplifiers of almost similar band where we found that the present 
work provides better response in terms of gain flatness & noise figure. This work has demonstrated decent noise 
figure with reasonable P1dB among other references. Moreover due to class-A mode of operation, PAE ranges 
moderately between 22.4% to 24%, which thus ensure better linearity as compared to other classes of operation. 
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Abstract   

This paper presents the design and performance an L-band 6-bit digital phase shifter. Simple filter topologies 
were utilized for minimizing the switching device count. Each bit of the switched filter phase shifter was optimized 

for achieving phase shifting accuracy; the MMIC covers the 1.0 - 1.5 GHz band with rms phase error less than 6.3  

and peak phase error less than 10.5. The Insertion loss is 6.0±0.8 dB, and rms amplitude error is within 0.58 dB. 
 

Keywords: MMIC Phase Shifter, Reconfigurable filters, L-Band and GaAs FET. 

1. Introduction  
Phase shifters are extensively used for electronic beam scanning in radar and satellite applications. This is because 
they are compact and consume negligible power. Topologies based on switched filters have good phase response, 
relatively smaller size and provide wider bandwidth. 
 In this work we present an optimum switched filter six bit digital phase shifter design using only fifteen GaAs 
switching devices and eight control lines. The proposed implementation was optimized for insertion loss variations 
along with good phase accuracy. The novelty of this design is that the lower four bits 5.625o, 11.25°, 22.5° and 45° 
require a single control signal for each of phase bit, i.e. complimentary control logic requirement is circumvented. 45° 
bit has been designed using single control line for the first time as per author’s knowledge.  Thus the phase shifter 
needs only 15 FETS with 8 control lines for attaining 0-360° phase control, and is therefore appropriate for 
integration in multi-function core chip. The phase shifter was fabricated using the space qualified G7S GaAs process 
and exhibits an rms phase error <6.3°, maximum phase error < 10.5° and  an insertion loss of 6.0 ±0.8 dB with rms 
insertion loss variation <0.58 dB . Lower device count, simplified switching control and low rms amplitude and phase 
errors are realized. 

 

2.  Circuit Design 

The 5.625 phase shift is obtained by switching a single GaAs FET across a capacitor. Schematic of 5.625 bit is shown 
in Figure 1. The design equation [3] for the capacitor C1 in terms of phase shift φ, centre frequency ω0 and 
impedance Z0 is:  
 

𝐶1 =
1

2 𝑍0  𝜔0 tan ∅
                                     (1) 
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(a)                          (b) 
 

                                                   Fig. 1.  Topology of 5.625o bit: (a) Reference state and (b) Phase shifting state 

The circuit in Fig. 2, comprising of a reconfigurable filter, is employed for 11.25°, 22.5° and 45° degree bits [3].  This 
topology uses only two switching devices and a single control line for providing the requisite phase shift.  In the 
reference state both FETs are OFF and the phase shift is provided when both FETs are turned ON, the simplified 
topologies  is shown in Fig.3 (a) & (b) . The design equations [2], [6], [12] for L, C1 and C2 in terms of phase shift φ, 
centre frequency ω0 and impedance Z0 are: 
 

 L =  
𝑍0  tan  

∅

2

𝜔0 
                                                                 (2)    

                                         

                   C1 =
1

2 ω0  
2 L

= 
 cot  

∅

2

2 𝜔0  𝑍0
                                                                          (3)      

                                             

 

     C2 =
sin |∅|

𝜔0 𝑍0
                                                                           (4)           

 

 

    
 
      Fig. 2.  Topology of 11.25o, 22.5o and 45o bits 
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(a)                                                          (b) 

                                                  Fig. 3.  Equivalent circuits (a) Reference state (b) Phase shifting state 

The higher phase shift bits i.e. (90 and 180) have been designed using switched High pass-Low pass sections and 
SPDT switches. A pair of low insertion loss SPDT switches is used to switch between a low pass/high pass filter. The 
FET size was optimized to achieve low insertion loss and reasonable isolation using only two devices per switch.  

Circuit diagrams of 90 and 180  bit are shown in Figure 4 and 5. The 90  bit is a third order filter sections while 

180  bit uses fifth order filter sections. 
 

                        
 

        Fig. 4.   Circuit diagram of the 90o bit     Fig. 5.   Circuit diagram of the 180o bit 

  Devices used in the individual bits are shown in table 1. After finalizing the bit design, they were ordered 
appropriately to minimize loading. The bit sequencing is depicted in figure 6. 

 Table1: DEVICES FOR EACH BIT 

 

SIZE 
(µm) 

5.625 
 

11.25 22.5 45 90 180 

FET 1 900 900 900 900 1200 1200 

FET 2 - 600 600 600 1200 1200 

 

 

 

                                                  
      

Fig. 6.   Bit sequencing 
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3. Measurement Results 

The integrated six bit MMIC is measured and the results of six major phase shifting bits are shown in Fig.7. The phase 

shifter Insertion loss is less than 6.8 dB in all four. Insertion Loss is shown in Fig.8. 

                                           

Fig. 7.  Phase shifting performance of the cardinal bits      Fig. 8.   Insertion   loss variation                                                                 

The phase shifter has good return losses and depicted in Figs. 9 & 10. 

                                                      
Fig. 9.   Input return loss      Fig. 10.  Output return loss                                                                                     

The RMS error [1] is better than 6.3 and maximum phase error less than 10.5° and shown in Fig.11. The RMS 
amplitude error is plotted in Fig.12. 

                                                          

Fig. 11.    Phase error       Fig. 12.  Amplitude error 
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The fabricated MMIC phase shifter is shown in Fig.13. 

 

 

Fig. 13. Photograph of MMIC phase shifter: 5.2mm x 3.5mm  

 
The comparison of performance of GaAs MMIC based phase shifter is shown in table 2.  

4. Conclusion  

An L-band MMIC phase shifter has been implemented using only 15 FETs and 8 control lines.   This MMIC has RMS 
phase error <6.3° and insertion loss of 6.0±0.8 dB with RMS amplitude error <0.58 dB, with good impedance 
matching.  The input power handling P1dB is 23 dBm.  
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Table2: PERFORMANCE of GaAs MMIC BASED PHASE SHIFTERS 

Freq. Range (GHz) & 
(Fractional Bandwidth) 

No. 
of  
Bits 

No. 
 of FETs 

Switch control 
lines 

Insertion Loss  
(dB) 

RMS  
Phase Error 

References 

1.4 -2.4 (52%) 4 16 7 3.5+ 0.6 < 4 [3] 

L-band (20%) 5 40 10 8.2 <2.4 [4] 

2.2-2.3 (4.4%) 5 24 10 4.9+ 0.5 <7 [5] 

1.4- 2.4 (52%)  6 20 10 3.8+ 0.8 <4 [6] 

1.0- 1.4 (33%) 6 27 12 9.0+ 0.5 NA [7] 

12 – 13 (8%) 6 18 11 6.1+ 0.6 < 1.3 [8] 

S and C band (10%BW) 5 15 10 6.1+ 0.6 <2.8 [9] 

8 – 12 (40%) 6 18 11 7.6 < 3.3 [10] 

1.0 -1.5 (40%) 6 15 8 6.0+ 0.8 < 6.3 This work 
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Abstract—The present work has analyzed the effect of lateral Source/Drain (S/D) Gaussian profile on the 

underlap DG-MOSFET with air spacer. The impact of lateral straggle (σ) on Ion/Ioff ratio, threshold voltage 

(Vt), subthreshold slope (SS), and DIBL have been studied at a different value of channel thickness. This paper 

shows that when lateral straggle of the S/D Gaussian profile (σ) is varied from 1nm to 4nm, Ion/Ioff ratio, Vt, SS 

and DIBL deteriorates by~2decade,~47.7%, 35%, and ~145% respectively for 15 nm channel thickness based 

underlap DG-MOSFET. These deteriorations are restricted to ~1 decade, 2.5%, 12%, and ~95% when tsi is 

scaled down to 7nm. It is further observed that for 7 nm tsi based device the deterioration in all the above 

parameters are negligible when σ is restricted to an achievable value of 3 nm (junction depth ~12 nm). All the 

results were carried out using Sentaurus TCAD simulation tool. 

Keywords— Lateral straggle, drain induced barrier lowering(DIBL), underlap length, air spacer 

1. INTRODUCTION 

In a MOSFET (metal oxide semiconductor field effect transistor) family, the channel 

length is one of the most importantparameter.Theshortchanneleffects(SCEs)arean important 

issue when the size of the device is reduced to nanometer technology. Several MOSFET 

modeling techniquesareusedtoeliminatetheseeffects[1],[2].Double 

gate(DG)MOSFETisasuccessfuloptionforfurtherscaling of MOSFET [1]. In DG-MOSFET, 

the electrostatic integrity (EI) of the device increases, which further enhance the device 

performance. To control the lateral spread of source/drain (S/D) electric field in the channel 

region, International Technology Roadmap for Semiconductor guides the creation of an 

ultra-shallow junction [3]. Recently Chuang et al. [4] reports an ultra-shallow junction of 

~12nm (σ=3nm)bymonolayerdopingprocesswhentheS/Dregion is doped with 1020 cm-3. 

Scaling down the DG-MOSFET,the channel thickness could contribute to an undesirable 

rise in resistance and junction capacitance in source(S)/drain(D) region, which could reduce 

the drive current[5]. 

There are many research groups [6], [7], who have used the symmetric underlap 

DGMOS for reducing SCEs [8].The parasitic capacitance of the device can also be reduced 

by introducing S/D underlap region [9]. In 2017, Mandal 

etal.[10]reportedtheanalogperformanceofsymmetricaswellas asymmetric underlap DG-

MOSFET with optimizedunderlap length. However, Koley et al. [11] found that asymmetric 

underlap DG-MOSFET is successful only for reducing the effect ofDIBL. 

Spacer dielectrics have a dominant position for reducing the fringe capacitance. Due to the 

least dielectric, the air isthe most attractive substance for the spacer region. This may 

decrease the fringe capacitance which further decreases the total device capacitance [12]. In 

2010, Park et al. [13] reported that the gate fringing field loses its control over channel edge 

mailto:ashutosh.chl@gmail.com
mailto:ashutosh.chl@gmail.com
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due to use of air spacer, this reduces the drain 

current.However,thedevicewithanairspacerisabletoaim 

betterinverterdelays,switchingenergyandswitchingcharge than oxide spacer based device 

[13]. The effective approach to improve CMOS efficiency and to decrease active power 

consumption has been proved with low-K spacer. Currently the value of relative dielectric 

constant is ~ 4 for low-K spacermaterials,whiletheCeffissmallestforairspacer.Also air spacers 

in NAND flash memories and in DRAM have been published. In 2016, Cheng et al. [14] 

report 10 nm FinFET CMOS with air spacer. Recently Gupta et al. [15] used air spacer for 

underlap TG-FinFET and concluded the reduction in fringecapacitance. 

It is noted that S/D lateral Gaussian doped MOSFETs provide greater flexibility in regulating 

the device’s off-state drive current [16]. For the first time, Nandi et al. [16] used Gaussian 

doping into DG-MOSFET in the S/D region. Afterward, Singh et al. [5], [17] proposed the 

model for Gaussian doped underlap DG-MOSFET. 

As air spacer plays an important role in reducing the fringe capacitance of the device, 

therefore the study concerning the effect of lateral S/D Gaussian profile on air spacer based 

underlap DG-MOSFET is carried out in the present work. 

 

 
Fig. 1.Schematic view of symmetric underlap DG-MOSFET with air spacer. 

2. STRUCTURE AND SIMULATION SETUP OF THE DEVICE  

The schematic view of the air spacer based underlapDG-MOSFET with S/D lateral Gaussian 

doping profile can be seen from figure 1. Air gap spacer is formed by carbon 

decompositiononthesidewallofthegatestack,followedbySiN deposition and reactive ion 

etching, resulting in SiN carbon encapsulation. Finally, to extract the deposited carbon, 

Oxygen plasma is used [15]. In order to decrease sheet resistance and improving gate 

efficiency, a metal gate is used. The doping of the channel is 1016 cm-3 with Boron 

concentration to reduce the impact of mobility degradation while the S/D concentration is 

kept high to 1020 cm-3 with arsenic concentration [18].The S/D doping profile (NSD  (x)) is 

expressed as [16]: 

𝑁𝑆𝐷
+ (𝑥) =

(𝑁𝑆𝐷(𝑝)𝑒
−𝑥2

2𝜎2 +𝑁𝑆𝐷(𝑝)𝑒
−(𝐿𝑔−𝑥)

2

2𝜎2 )

(1 + 𝑠𝐷𝑒((𝐸𝐹−𝐸𝐷)/𝑘𝑇)
 

Where Nsdpstands for peak of the Gaussian profile and σrepresents the straggle parameter of 
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the S/D Gaussian doping. Donor energy level EDand Fermi energy level EFis set as per [16]. 

The S/D underlap DG-MOSFET is simulated using Sentaurus TCAD tool. In the simulation 

setup, thedrift-diffusion model is used that considers the effect of MLDA quantization with 

empirical parameter β [19], [20]. The simulation setup also includes the Shockley-Read-

Hall (S-R-H) generation/recombination model, band to band Auger recombination model, 

old Slotboombandgap narrowing model and Lombardi mobility model [21]-[24]. Nandi et 

al. [20] has calibrated the simulation model with experimental data. We have used the same 

model in our simulation set up. 

 

3. PERFORMANCE VARIATION WITH LATERAL STRAGGLE AND 

CHANNELTHICKNESS 

In the present section, the channel thickness of DG- MOSFET is varied with different 

lateral straggle in order to study SCEs. Values and unit of different parameters have been 

listed in Table I. 

TABLEI. VALUES AND UNIT OF DIFFERENTPARAMETERS 

 

Parameters 
Notati

ons 

Values Un

it 

Gate voltage (Vgs) 1.1 V 

Gate length (Lg) 18 nm 

Channel doping 

(Na) 

10

16 

cm

-3 

Gate work function 

(ФM) 

4.6 eV 

Source/Drain 

doping (Nsdp) 

10

20 

cm

-3 

Degenerated doping 

(Nde) 

2.7×1019 cm

-3 

Gate oxide 

thickness (tox) 

1 nm 

Drain voltage (Vds) 1.1 V 

Gate underlap 

length (LU) 

10 nm 
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Fig. 2. The threshold voltage Vtversus lateral straggle σ for different values of tsi. 

The threshold voltage variation can be studied in Fig. 2. It is observed that for the 

variation of straggle parameter σ from 1 nm to 4 nm, the threshold voltage deteriorates 

by~47.7 % (0.306 V to 0.16 V) at tsi=15 nm. This deterioration is restricted to ~2.5 % (0.398 

V to 0.388 V) when tsiis reduced to 7 nm. It is also evident from the figure that Vtis 

almostconstantwhenstraggleparameterσischangedfrom1 nm to 3 nm at tsi=7 nm. The voltage 

roll-off can also be studied from Fig. 2. It is observed from the figure that the Vtroll-off is 

minimum at lower tsi(tsi=7 nm) when σ is varying from 1 nm to 4 nm. This is because at tsi=7 

nm the gate electrostatic integrity is much better which actually restrict the spread of lateral 

S/D electric field at higherσ. 

 

Fig. 3.Variation of Ioff with lateral straggle σ for different values of tsi. 

The variation of off current (Ioff) with straggle parameter (σ)atdifferent 
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tsicanbeseenfromfigure3.As seenfromthe figure, off current increases with σ while it 

decreases with the scaling of tsi. If σ is varying from 1 nm to 4 nm, it is noted that off 

current increases almost ~2 decade(1.30×10-8A./µm.  to  2.71×10-6 A./µm.) for  tsi= 15  nm  

baseddevice,while the off current increase is restricted to ~1 decade (2.88×10-11 A./µm. to 

3.37×10-10 A./µm.) when tsiscaled down to 7 nm. It is also concluded that for a constant σ of 

1 nmtheoffcurrentdecreasesbyalmost~3decadeswhentsiis reduced from 15 nm to 7 nm. On 

the contrary, when σ is increased to a constant value of 4 nm, the decrease in off 

currentby~4decadeisobservedfortsi=7nmbaseddevice as compared to tsi=15 nm baseddevice. 

 
Fig. 4.Variation of Ion/Ioff ratio with lateral straggle σ for differentvaluesof tsi. 

Similarly Fig. 4 demonstrates that as lateral straggle increases the Ion/Ioffratio of the 

device decreases when others parameters are constant. Further the Ion/Ioffratio improves 

whentsiscaledfrom15nmto7nm,foraconstantvalueofσ. 

Fromfigure4,itcanbeseenthattheIon/Ioffratiodecreasesby~2 decade for the variation of σ from 

1 nm to 4 nm at tsi=15 nm while it is ~1 decade at tsi= 7 nm. Importantly it is 

observedthatthedeteriorationinIon/Ioffratioisrestrictedto~ 47.3% when lateral straggle σ is 

changed from 1 nm to an achievable value of 3 nm for tsi=7 nm baseddevice. 

 

Fig. 5.Subthreshold slope variation with lateral straggle σ for different values of tsi. 



International Conference on Defence and Space Technologies, ICDST 2019, Aug 23-25, 2019, IET Lucknow, India 
 

                                                                                                                                                                           18-25 

The variation of the subthreshold slope with varying σ 

andfordifferenttsiisindicatedinFig.5.Itisconcludedfrom 

thefigurethatthesubthresholdslopeisenhancedby~34.5% (119mV/decade to 77.9 mV/decade) 

for σ =4 nm and ~21 % (88.5 mV/decade to 69.9 mV/decade) for σ =1 nm when tsiscaled 

from 15 nm to 7 nm. And for a constant value of tsi, the subthreshold slope is deteriorated by 

~35 % (88.5 mV/decade to 119 mV/decade) for tsi=15 nm while the deterioration is ~12 % 

(69.9 mV/decade to 77.9 mV/decade) for tsi=7 nm when σ varies from 1 nm to 4 nm. This 

further verifies the S/D electric field is rapidly increasing when σ is increased as discussed 

earlier. However the deterioration is negligible (~ 7 %) for the variation in σ from 1 nm to an 

achievable value of 3 nm at tsi=7nm. 

 

Fig.6.DIBLversuslateralstraggleσ fordifferentvaluesoftsi. 

Now, from Fig. 6, it is noted that the DIBL is increased with lateral straggle σ. As tsiis scaled 

from 15 nm to 7 nm, DIBL is improved by ~82 % (181.016 mV/V to 31.121 mV/V) and ~78 

% (73.647 mV/V to 15.952 mV/V) for σ =4 nm and σ = 1 nm respectively. It is also 

concluded that there is a minimal change (~33 %) in DIBL when σ varies from 1 nm to 3 nm. 

Hence it is concluded that the SCEs can be enhanced by scaling the tsiat achievable σ of 3nm. 

4. CONCLUSION 

In this paper, we have analyzed the effect of S/D lateral straggle on the air spacer based 

underlap DG-MOSFET in- conjunction with the channel thickness. The subthreshold 

behavior of the device in terms of Vt, SS, DIBL, Ioff, Ion/Ioffdeteriorates for the variation of 

lateral straggle σ from 1 nm to 4 nm. However, scaling the tsifrom 15 nm to 7 nm restricts 

this deterioration of the subthresholdbehaviour. Although, SCEs increases with σ, however, 

at tsi= 7 nm, there is a marginal change in Vt, SS, DIBL and Ion/Ioffby 0.5%, 7%, 33% and 

~47% respectively when σ varies from 1 nm to an achievable value of 3nm. 

 

 

 



International Conference on Defence and Space Technologies, ICDST 2019, Aug 23-25, 2019, IET Lucknow, India 
 

                                                                                                                                                                           18-25 

5. REFERENCES 

[1] A. Nandi, N. Pandey, S. Dasgupta, “Analytical modeling of DG- MOSFET in 

subthreshold regime by green’s function approach,” IEEE Trans. Electron 

Devices, vol. 64, no. 8, pp. 3056-3062, Aug. 2017. 

[2] A. Nandi, N. Pandey, and S. Dasgupta, “Analytical Modeling of Gate- Stack 

DG-MOSFET in Subthreshold Regime by Green'sFunction 

Approach,” IEEE Trans. on Electron Devices, vol. 65, no. 99, pp. 1-5, Oct. 2018. 

[3] International Technology Roadmap for Semiconductors (ITRS) 2007 for Metrology. 

Available:www.itrs.net. 

[4] S. S. Chuang, T. C. Cho, P. J. Sung, K. H. Kao, H. J. H. Chen, Y. J. Lee, M. I. Current, 

and T. Y. Tseng, “Ultra-shallow junction formation by monolayer doping process in 

single crystalline Si and Ge for future CMOS devices,” ECS J. Solid State Sci. Technol., 

vol. 6, no. 5, pp. P350–P355, Apr.2017. 

[5] K. Singh, M. Kumar, E. Goel, B. Singh, S. Dubey, S. Kumar, and S. Jit, “Analytical 

modeling of potential distribution and threshold voltage of gate underlap DG MOSFETs 

with a source/drain lateral Gaussian doping profile,” Journal of Electronic Materials, 

vol. 45, no. 4, pp. 2184-2192,2016. 

[6] B.C. Paul, A. Bansal, and K. Roy, “Underlap DGMOS for digital subthreshold 

operation,” IEEE Trans. Electron Devices, vol. 53, no. 4, pp. 910-913, Apr.2006. 

[7] T. Schulz, W. Rosner, L. Risch, A. Korbel, and U. Langmann, “Short channel vertical 

sidewall MOSFETs,” IEEE Trans. Electron Devices, vol. 48, no. 8, pp. 1783-

1788,2001. 

[8] A. Bansal, B.C. Paul, and K. Roy, “Modeling and optimization of fringe capacitance of 

nanoscale DGMOS devices,” IEEE Trans. Electron Devices, vol. 52, no. 2, pp. 256-

262,2005. 

[9] V. Trivedi, J. G. Fossum, and M. M. Chowdhury, “ NanoscaleFinFET with gate-

source/drain Underlap,” IEEE Trans. On Electron Devices, vol. 52, no. 1, pp. 56-62, 

Dec.2004. 

[10] A. Mandal, D. Saha, D. Ghosal, S. Bhattacharya, A. Kundu, and M. Kar, 

“Symmetric/asymmetric underlap DG-MOSFET: A study of analog/RF performance 

using non-quasi static approach,” Devices for Integrated Circuit, pp. 837-840, 

Mar.2017. 

[11] K. Koley, B. Syamal, A. Kundu, N. Mohankumar, and C. Sarkar, “Subthreshold 

analog/rf performance of underlap DG-FETs with asymmetric source/drain extensions,” 

Microelectronics Reliability, vol. 52, no. 11, pp. 2572-2578, Nov.2012. 

[12] E. Huang, E. Joseph, H. Bu, X. Wang, N.Fuller, C. Ouyang, E. Simon yi, H. Shobha, 

T. Cheng, A. Mallikarjunan, I. Lauer, S.Fang, W. Haensch, C.-Y. Sung, 

S.Purushothaman, and G. Shahidi, “Low-k spacers for advanced low power CMOS 

devices with reduced parasitic capacitances,” Proc. SOI Conf. IEEE, pp. 19-20, 

Oct.2008. 

http://www.itrs.net/


International Conference on Defence and Space Technologies, ICDST 2019, Aug 23-25, 2019, IET Lucknow, India 
 

                                                                                                                                                                           18-25 

[13] J. Park, C. Hu, “The effects of vacuum spacer transistors between high performance 

and low stand-by power devices beyond 16nm,” Proc. Solid-state and Integrated 

Circuit Technology, pp. 1823-1825, Nov. 2010. 

 

[14] K. Cheng,C. Park,C. Yeung,S. Nguyen,J. Zhang,X. Miao,M. Wang,S. Mehta,J. Li,C. 

Surisetty, and R. Muthinti, “Air spacer for 10nm FinFET CMOS and beyond,” 

International Electron Devices Meeting (IEDM), pp. 17-1, Dec.2016. 

[15] S. Gupta, and A. Nandi, “Effect of air spacer on analog performance of underlap tri-

gate FinFET,” Superlattices  and  Microstructures, vol. 109, pp. 693-701,2017. 

[16] A. Nandi, A. K. Saxena, and S. Dasgupta, “Analytical modeling of a double gate 

MOSFET considering source/drain lateral Gaussian doping profile,” IEEE Trans. on 

Electron Devices, vol. 60, no. 11, pp. 3705-3709,2013. 

[17] K. Singh, S. Kumar, E. Goel, B. Singh, M. Kumar, S. Dubey, and S. Jit, 

“Subthreshold Current and Swing Modeling of Gate Underlap DG MOSFETs  with  a  

Source/Drain  Lateral  Gaussian   Doping Profile,” Journal of Electronic Materials, vol. 

46, no. 1, pp. 579-584, 2017. 

[18] S. Gupta and A. Nandi, “Temperature analysis of underlap GAA- SNWTs for 

analog/RF applications,” Microelectronics J., vol. 90, pp. 58–62, Aug.2019. 

[19] S. Tayal and A. Nandi, “Study of temperature effect on  junctionless Si nanotube FET 

concerning analog/RF performance,” Cryogenics (Guildf)., vol. 92, pp. 71–75, 

Jun.2018. 

[20] A. Nandi, A.K. Saxena, S. Dasgupta, “Design and analysis of analog performance of 

dual-k spacer underlap N/P-FinFET at 12 nm gate length,” IEEE Trans. Electron 

Devices, vol.60, no. 5, pp. 1529-1535, May2013. 

[21] S. Gupta and A. Nandi, “RF performance enhancement in underlap Tri-Gate 

FinFET,” in 2018 2nd International Conference on Inventive Systems and Control 

(ICISC), 2018, pp.760–762. 

[22] S Tayal, S. Gupta, A. Nandi, A. Gupta, and S. Jadav, “Study of Inner- Gate 

Engineering Effect on Analog/Radio Frequency Performance of Conventional 

Si-Nanotube Field Effect Transistor,” J. Nanoelectron. Optoelectron., vol. 14, 

no. 7, pp. 953–957, Jul.2019. 

[23] S. Gupta and A. Nandi, “Enhancing Frequency Performance of Underlap 

Tunnel Field-Effect Transistor for Analog/RF Applications,” J. Nanoelectron. 

Optoelectron., vol. 14, no. 5, pp. 716–722, May2019. 

[24] Sentaurus device User Guide,2016. 

 

 

 

 

 



 

International Conference on Defence and Space Technologies, ICDST 2019, Aug 23-25, 2019, IET Lucknow, India 
 

                                                                                                                                                                                                                      26-37 

Model reference controller approach for robot arm tracking using 
neural networks 

Najva N*1, Abdul Saleem 2 
 

1Research scholar,Dept. of Electrical and Electronics Engineering, Government Engineering College, Thrissur, Kerala,680009, India 

2Assistant Professor, Dept. of Electrical and Electronics Engineering, Government Engineering College, Thrissur, Kerala,680009, India 

najvahassan@gmail.com1, abdulsaleempk@gmail.com2, 

Corresponding author*: Phone: +91-9961727772

Abstract 

An accurate mathematical model is much useful for the development of a precise controller. The dynamics of 
robot arm motion is highly nonlinear and canhave uncertainties. Artificial neural networks are universal 
approximaterand so it can be considered as a best choice to approximate the dynamics of robot arm motion.This 
paper proposes a neural network based model reference controller(MRC) for robot arm trajectory tracking. A neural 
network based reference model is initially trained such that it follows any desired referencetrajectory. The neural 
network controller is trained to drive the errorbetween actual plant and reference model to a value which is 
approximately zero. Simulations are done to validate the proposed method andfound that the neural network based 
MRC is capable of following desiredtrajectories with approximately zero tracking error. The performance ofthe 
proposed method is compared with PID controller and is found thatthe instantaneous control input and total control 
effort of the proposedcontroller is very small. 

 
Keywords:neural networks, model reference controller, kinematics, dynamics, tracking error 

1. Introduction 

Robot manipulators are electro-mechanical devices which are capable of performing a variety of functions in a 
more flexible working environment, and at a lower production cost. The various applications include industrial, 
educational and medical field apart from their applications in farm, home, hospital and military. The robots can work 
in unpredictable and hazardous situations where a human faces very difficult to reach. One of the objectives of the 
robot is its arm movementfrom an initial position to a target position. Planning a robot arm trajectory satisfying 
obstacle avoidance and developing an appropriate method to control trajectory tracking are important research 
problems in robotics. An effective trajectory tracking controller should be able to track the desired trajectory with 
minimum tracking error, lesser control input, and minimum total control effort. 

The objective of robot arm tracking is to develop a controller such that the robot arm can move along the desired 
trajectory. This can be achieved by controlling the joint angles of the arm. The joint angle for a particular end effector 
orientation and position is calculated by inverse kinematics. Since robot arm dynamics are highly nonlinear, a closed-
form solution of joint angles is not feasible. Neural networks are capable ofhandling uncertainties and unexpected 
parameter variations in nonlinear plants and so neural network based controllers can be considered as a better 
solution to robot arm trajectory control problems. 

In literature, numerous methods are suggested for effective trajectory tracking of robot arm. Bingol and 
Akpolatin [1] proposed a pattern search algorithm based PID controller for the trajectory control of the robot arm. 
The pattern search algorithm uses a set of vectors called patterns, to determine which points to search at each 
iteration and for each iteration, this algorithm searches a point, from the pattern around the current point, such that 
the value of the objective function is improved. The optimization algorithm presented in this paper requires more 
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time to complete trajectory tracking. In [2], Younus et.al. proposed a PID controller, whose control parameters are 
tuned using a genetic algorithm. This method controls the robot arm with less tracking error as compared with the 
conventional PID controller. An adaptive computed torque control algorithm is presented by Guo and Zhang [3] for 
trajectory tracking. The adaptive control is capable of compensating the parametric uncertainties but is limited to 
robots with 2-DOF. Linear estimation techniques together with a computed torque control law are used in [3]. The 
tracking performance was improved by Lin and Chen [4] who developed a model reference adaptive control which 
considered the variations at the end effector load. The dynamics uncertainties are considered in the work proposed 
by Wang and Feng [5]. Fractional order Fuzzy based PID controller where parameter tuning is done by using Fuzzy 
logic is developed by Reham and Mohammad [6]. Sinha and Mishra [7] developed a controller based on sliding mode, 
which provides robustness against uncertainties to control the robot arm. The controller guarantees stability in 
Lyapunov sense but the chattering effect could not be eliminated completely. The chattering effect is reduced by 
using a twisting sliding mode controller by Boudoua and Hamerlain [8] for the control of pneumatic artificial muscles 
robot arm. However, this method does not guarantee the stability of the overall system. In [9], Paraklev and Jafarov 
proposed a robust PD-sliding-mode controller for avoiding the instability problem. Even though this method avoid 
the instability problem it produced tracking error. For under actuated robots, a model-based adaptive variable 
structure control scheme is proposed by Su [10]. A simple sliding mode control scheme for robot arm control is 
presented used by Bailey [11]. The design complexity is reduced greatly here. A trajectorycontroller which uses the 
variable structure theory is proposed in [12] by Yeung and Chen. This method considered parameter variations and 
the controller can be used for a higher number of links. 

Due to the uncertainties in the dynamic model and possible variations in system parameters, an adaptive 
controller is highly appreciated. The effects of modeling uncertainties decreases the performance of the controller in 
terms of tracking accuracy and control input. Conventional methods fails to model the nonlinearities and 
uncertainties in the robot arm dynamics. An effective trajectory tracking controller should possess the least tracking 
error and low control input. Also, its maximum control input requirement and total control effort should be 
minimized. 

This paper proposes a model reference neural network based trajectory controller which gives the best 
performance in terms of tracking error, control input, total control effort and maximum torque as compared to 
conventional PID controllers. Herein, two neural network architectures are used: one as the controller and the other 
as the reference model. The reference model is trained such that it can follow any reference trajectory. The 
controller is trained using large number of randomly generated reference trajectories and the weights are updated to 
minimize the error between reference trajectory and the output of the NN based plant model. After training, the 
neural network structure is connected to the robot arm. 

The rest of this paper is organized as follows. Section 2 formulates the tracking problem. A brief introduction of 
neural networks is presented in section 3. The proposed methodology is described in section 4. Simulation results are 
presented and analyzed in section 5. Finally, the concluding remarks are presented in section 6. 

2. Problem Formulation 

A robot arm with two degrees of freedom consists of two links as shown in Figure 1. L1 and L2 are the link 
lengths of Arm 1 and Arm 2 and their joint angles are 𝜃1and 𝜃2 respectively. The two links are connected together to 
a revolute joint known as elbow and the first link is fixed to a revolute joint called shoulder. 
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Figure 1. Robot arm 

 

The relation between position and orientation of a robot arm is obtained from its forward kinematics which can be 
derived using Denavit-Hartenberg (DH) convention as 

𝑥 =  𝐿1𝑐𝑜𝑠𝜃1 +  𝐿2 cos(𝜃1 + 𝜃2)                         (1) 

𝑦 =  𝐿1𝑠𝑖𝑛𝜃1 +  𝐿2 sin(𝜃1 + 𝜃2)                          (2) 

where 𝜃1 𝑎𝑛𝑑 𝜃2 are joint angles. 

Equations (1) and (2) gives the position of the robot arm at any instant. These two equations imply that the position 
of the arm can be controlled by changing the angle 𝜃1 𝑜𝑟 𝜃2 which can be achieved by applying torque. Thus the 
torque acts as the control input of the robot arm tracking. The robot dynamics is represented by the equation 

𝑑2∅

𝑑𝑡2 + 𝑔 𝑠𝑖𝑛∅ + 𝑎
𝑑∅

𝑑𝑡
 = u                      (3) 

where u is the control signal, ∅ is the angle to be controlled and a, g are constants. 

The dynamic equation considers frictional and gravitational forces. The objective of robot arm trajectory tracking 
is to design a control input u such that robot arm moves along the desired trajectory as close as possible such that 
total control effort is minimized. In this work, artificial neural network is used as the controller to solve the trajectory 
tracking problem. 

3. Neural Networks 

Artificial neural network (ANN) is a mathematical model that mimics the structure and function of biological 
neural networks. The basic building block of an ANN is neurons. A neuron receives the weighted sum of the outputs 
of all neurons connected to it as its input, which is passed to an activation function to compute the neuron output. A 
multi-layer NN consists of an input layer, one or more hidden layers and an output layer. The commonly used 
activation functions are sigmoid function, ReLu function hyperbolic tangent, leaky RELU, softmax, swish. ANNs have 
the ability to learn and model nonlinear and complex relationship, and capable of generalization. A neural network 
learns by updating its weights. Back propagation algorithm is one method used for NN training.In back propagation, 
the weights are adjusted such that a cost function is minimized. The sum of squares of errors is a proper choice of 
cost function. Here, the error is the difference between the desired output and actual output. A neural network 
structure is shown in Figure2. 
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Figure 2. Neural network structure 

 

The net input by a neuron is given by 

𝑛𝑒𝑡𝑗 =  ∑ 𝑤𝑖𝑗
𝑛
𝑖=1 𝑥𝑗 + 𝑏𝑗                              (4) 

where x is the output of the incoming neuron of the previous layer, w is the weight, b is the bias and n is the 
number of neurons in the previous layer. If the sigmoid function is used as the activation function, then the output of 
each neuron can be computed by using 

𝑜𝑢𝑡𝑗 =
1

1+𝑒
−𝑛𝑒𝑡𝑗

(5) 

A typical cost function can be the sum of squares of errors defined as 

𝐸 = ∑
1

2
 (𝑡𝑎𝑟𝑔𝑒𝑡 − 𝑜𝑢𝑡𝑝𝑢𝑡)2 (6) 

The weights are adjusted such that the cost function is minimized. A common method used for updating the weights 
is to find how much changes occurs to the cost function for a given change in the weight, which is computed as 

𝜕𝐸𝑡𝑜𝑡𝑎𝑙

𝜕𝑤𝑖
 =   

𝜕𝐸𝑡𝑜𝑡𝑎𝑙

𝜕𝑜𝑢𝑡01
∗

𝜕𝐸𝑜𝑢𝑡01

𝜕𝑛𝑒𝑡01
 ∗  

𝜕𝑛𝑒𝑡01

𝜕𝑤𝑖
 (7) 

and the weight is updated using the formula 

𝑤𝑛+1 =  𝑤𝑛+ ∝
𝜕𝐸𝑡𝑜𝑡𝑎𝑙

𝜕𝑤𝑖
(8) 

where  𝛼 is learning factor. The training is continued until the cost function is reduced to an acceptable value. The 
proposed method uses a neural network based controller trajectory to control a robot arm trajectory. 

4. Proposed Methodology 

The proposed methodology uses the concept of model reference controller presented in [13]. Herein, two neural 
networks (i) the reference plant, and (ii) the controller are used 
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Figure 3.Plant reference model 

 

Figure3 represents the NN structure of the plant reference model. The inputs to the network are desired trajectory 
and the output of the model. Initially, the reference model is trained until the error between output of the model 
and its input attains zero or a very small value. A trained plant reference model is capable of following any desired 
trajectory. Hence, the output of this model can be used to train the controller. 

The next step is to train the controller. Figure4 shows the schematic structure during the controller training. It 
consists of two sub networks, (i) controller and (ii) the referenceplant. Inputs to the controller are the desired 
trajectory, controller output, and the output of the plant reference model. Inputs to the reference model are the 
controller output, and the model output. 

A number of randomly generated desired trajectories are given for training, to the controller input and the 
weights of the NN are adjusted until the difference between desired trajectory and the reference plant is zero or very 
small. The advantage of this technique is that there is no need of an actual plant for training the network. Back 
propagation algorithm is used for training. 

Figure 4. Plant reference model + Neural network controller 
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Once the neural networks are trained, then the controller can be connected to the robot arm, as shown in Figure5. 
The desired trajectory and the output of the robot arm are the inputs to the model reference controller which 
consists of the two sub-networks of the Figure4. The controller output is connected to the plant. 

Figure 5. Simulation set up 

 

5. Results and Discussion 
The performance of the proposed methodology is tested by simulation experiments. SIMULINK set up is used for 

simulation. The robot arm is modeled using the SIMULINK. The numerical values 𝑎 = 2 𝑎𝑛𝑑 𝑔 = 10 are considered 
for the coefficients of the dynamic model given by equation (3). Three different trajectories are considered. First, the 
reference model is trained and then the controller is trained by giving a set of randomly selected desired trajectories 
as input. After training, the error between the desired trajectory and the output of reference plant is zero. The three 
cases discussed subsequently uses this trained model reference controller. To illustrate the effectiveness of the 
proposed method, the results are compared with that obtained for a PID controller based robot arm trajectory 
tracking. 

5.1. Case. 1  
A straight line given by equation. 

𝑦 = 0.02 + 0.02 ∗ 𝑡                         (9) 

is considered as the reference trajectory. The objective is that the robot arm should track this trajectory with a 
minimum tracking error by applying minimum control.The neural network controller is trained using the reference 
trajectory. Figure 6 shows the tracking of straight-line trajectory by the NN model reference controller.  
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Figure 6. Trajectory tracking using NN Controller (Case 1) 

 

It shows that the robot arm is capable of following very close to the desired trajectory. However, the trajectory 
tracked by PID controller is not so close to the desired trajectory which can be observed from Figure 7. For this case, 
the PID parameters are chosen as 𝐾𝑝 = 12,  𝐾𝑑 = 8, 𝐾𝑖 = 5. 

Figure 7. Trajectory tracking using PID Controller (Case 1) 

 

The error vs time plot shown in Figure 8 illustrates that the tracking error of the neural network controller is less 
than the error of the PID controller. The tracking error of the NN controller is very near to zero.  The control signal u 
is plotted against time t, for both PID and neural network controller, which are shown in Figure9.It is obvious from 
the figure that the PID controller requires more torque. Also, at all instants of time, the torque requirement of the 
NN controller is less than that required for PID controller. 
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Figure 8. Time history of tracking error: comparison of controllers (Case 1) 

 

Another achievement is that maximum torque requirement is also small for the NN controller. The total control 
effort in a PID controller is very large than the NN controller. 

Figure 9. Time history of control input: comparison of controllers (Case 1)

 

5.2 Case. 2 
In practical applications, the robot arm hardly required to move in a sinusoidal path. For a theoretical interest 

and to illustrate the effectiveness of the NN controller, we considered a sinusoidal trajectory. The trajectory tracking 
plots with the NN controller and the PID controller are shown in Figure 10 and Figure 11. 
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Figure 10. Trajectory tracking using NN controller (Case 2) 

 

The plots clearly illustrates that the NN controller gives a much smaller tracking error as compared to the PID 
controller. The 𝐾𝑝 , 𝐾𝑑  , 𝐾𝑖 parameters of the PID are having the values 25, 8 and 15 respectively. 

Figure 11. Trajectory tracking using PID controller (Case 2) 

 

 

5.3. Case. 3 
Consider a case where the objective of the robot arm is to pick an object from an initial position to a target 

position along a reference trajectory as shown in Figure 12. 
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Figure12. Trajectory tracking using NN controller (Case 3) 

 

Simulations were done for both NN and PID controllers and the tracking trajectories are depicted in Figure12 and 
Figure13. The PID parameters were taken as 𝐾𝑝 = 53,  𝐾𝑑 = 10, 𝐾𝑖 = 25. 

Figure 13. Trajectory tracking using PID controller (Case 3) 

 

Table 1 shows the total control effort required by the two controllers for the three different cases. The table 
clearly illustrates that the NN based controller requires lesser control effort as compared to PID tracking controller 
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Table 1: Total control effort: Comparison of two controllers 

  
          Case 1 

 
              Case 2 

 
           Case 3 

 
NN controller 

 
584.76 

 
4.19 x 10^4 

 
3.09 x 10^4 

 
PID controller 

 
3575.67 

 
5.88 x 10^4 

 
5.13 x 10^4 

 

The simulation results illustrates that the neural network based model reference controller has more accuracy, 
requires less torque and minimum control effort. The robot dynamics is nonlinear and behaves in an unpredictable 
way. The adaptive property of neural networks make it very suitable for approximating any nonlinear dynamics and 
thus nullifying the effect of model uncertainties. Also, the controller is trained to adapt to all possible reference 
trajectories. Hence, the model reference NN controller is capable of tracking any desired trajectory with least 
tracking error. In addition, the NN controller minimizes the control input to the plant. The total control effort is also 
less with the NN controller. 

6. Conclusion 

This paper presented a neural network based model reference controller for trajectory control of robot arm. The 
proposed NN based controller consists of two neural networks, the plant model and the controller. First, the 
reference model is trained such that it can follow any reference trajectory and then the controller and reference 
model is trained for a number of different random reference trajectories such that the tracking error is very near to 
zero. The trained neural networks are connected to the plant. Simulations are done for three different cases for both 
proposed NN controller and conventional PID controller. The simulation results illustrated that, as compared to PID 
controller, the proposed method exhibited superior performances with respect to tracking error, total control effort, 
and maximum torque requirement.   
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Abstract 

Plant recognition plays an important role in various applications used by environmental experts, chemists and botany 
experts. Human can recognize plants manually but it is a prolonged and low-efficiency process. This paper presents 
an automated system for identifying plant species based on leaf images. Automatic recognition of plants is useful for 
medicine, foodstuff, and reduction of chemical wastage during crop spraying. It is also useful for identification and 
preservation of species. A hybrid texture and colour based feature extraction method is applied on digital leaf images 
to produce robust feature after pre-processing the image. Thereafter a combination of machine learning methods, 
such as KNN (k-Nearest Neighbours), SVM (Support Vector Machine), and ANN (Artificial Neural Network) is applied 
on dataset for plant classification. This dataset contains 32 types of leaves. The outcomes of this work proved that 
success rate of plant recognition can be enhanced up to 94% with ANN classifier when both shape and colour 
features are utilized. 
 

Keywords— Plant Recognition, Support Vector Machines, k-Nearest Neighbour, Artificial Neural Network 

1. Introduction 

Plants perform a significant role for maintaining the ecology system of the Earth. Recently, several plant 
species are at risk of extinction. However, automatic plant recognition is helpful for a multitude of sectors such as 
medicine, food, reducing chemical waste during crop spraying, as well as identifying and preserving species. It is 
therefore very important to design a plant safety database1. For this the first step is to teach a computer how to 
classify plants. There are many types of species of plants approximately ranging from 220,000 to 420,00 and many 
ways for recognizing a plant by using flower, fruit, root, leaf etc., but due to mass availability of leaves almost in all 
seasons and also having higher number of distinct features such as colour, distinct appearance, and internal 
structures, can be better utilized to differentiate various plant species2,3. Many researchers have worked on 
classification of plant species using leaf based features and machine learning methods.  

Studies on various databases belonging to plant species are available in the literature. Among those, it has 
been identified that the Flavia leaf database was the most frequently used dataset, although other set of leaf 
databases were also used by some researchers. Therefore Flavia leaf database is used in this work for the recognition 
of plant leaves. Generally three features are used to estimate the class of plant species, which can be used separately 
such as shape based descriptor, intrinsic texture feature based histogram, and a fine-scale margin histogram. 
Thereafter, these features can be combined to identify the class of plant species. 

Satti et al. (2013)2 proposed a technique for the plant identification by using leaves digital images. They 
preferred the features of leaves in place of flowers, fruits, root, stem etc. There are many openly available leaf image 
datasets such as Flavia dataset, Leafsnap dataset, Intelengine dataset, Image CLEF dataset and many others but in 
this work Flavia dataset was used. The proposed methodology contains three steps: preprocessing step, extraction of 
features and classifying the objects. The preprocessing technique is to enhance data images before feature 
extraction. The features were utilized as the classifier inputs for proper classifying the objects. Thereafter, the 
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outputs were confirmed and compared by using ANN and Euclidean KNN classifier. The neural network was 
accomplished with 1907 sample leaves which are related to 33 different plant species extracted form Flavia 
database. The performance of the proposed technique showed 93.3% accuracy by using ANN classifier.  

The research suggested by ArunPriya et al. (2012)4, contained three stages. First was preprocessing in which 
gray scale transforming and enhancement of boundary was performed. Second one was feature extraction in which 
the standard DMF was derived from five basic features and then for recognizing the leaf Support Vector Machine 
(SVM) classification technique was used. In the research, twelve leaf features were used, that were identified after 
then orthogonalized into five principal variables. For SVM, these variables were used as input data. 

According to Kadir et al. (2011)5, generally the authors did not include colour feature, because colour was not 
recognized as a key feature to the recognition of leaves. They used features like shape, vein, colour, and texture to 
classify a leaf. In this research, a neural network called Probabilistic Neural network (PNN) was implemented for 
classification. Their result gave average accuracy of 93.75% on Flavia dataset that contains 32 kinds of plant leaves.  

This current research applied different classification techniques (KNN, SVM, ANN) on Flavia leaf database, 
and found that the accuracy percentage of ANN is very high i.e. 93.95 %. 

2. Materials and Methods 

2.1. Preprocessing steps 

2.1.1. RGB image to gray image conversion 

Scanners or digital cameras are used to acquire the leaf images. The image format is JPG and images of all 
leaves are in 640 x 480 resolutions. The orientation of leaves can be in any direction while acquiring images. First of 
all an RGB image is converted into a grayscale image. The equation (1) describes a formula that is used to transform a 
pixel’s RGB value into grayscale value1. 

gray = 0.2989*R+ 0.5870*G+ 0.1140*B (1) 

where R, G, B related to the colour components of the pixel. 
 

2.1.2. Gray scale image to binary image conversion 

For converting grayscale image into binary image, the level is identified according to the RGB histogram1. The pixel 
values corresponding to R, G, B components of leaf images were accumulated for 1600 different leaves to construct 
the histogram.Each colour histogram contains two peaks shown in figure 1. The left peak shows those pixels which 
contain leaf part (object), and the right peak shows those pixels which contain white background part. The lowest 
point between two peaks is 240 approximately as an average. Therefore the level 0.94 (240/255=0.941) is selected.  
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Figure 1: RGB histogram of leaf 

 
All pixels presented in the input image (with luminance higher than the level by the value one) are replaced by 

output image and restored all other pixels with value zero. To filter noises, a rectangular averaging filter of size 3×3 is 
used. Therefore pixel values are 0 or 1 as a rounded value.  

 
2.1.3 Improvement of boundary 

The first thing that appears in the mind when mentioning the shape of the leaf might be the margin of a leaf1. So 
the next step is convolving the image with the Canny Edge Detection. Canny edge detection is a method for 
extracting structural information from various visual objects and it helps in reducing the quantity of datain order to 
process it easily. Generally, this method has been used in various computer vision based applications6,8. Similar kind 
of method can also be applied in our dataset to improve the boundary of image. Figure 2 shows the steps of pre-
processing of leaf imagesused in this work.  

 

Figure 2: Pre-processing steps 
(i) Input image, (ii) Gray scale image, 

(iii) Binary image (iv) Contour extraction. 
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2.2.Extraction of features 

2.2.1.Fundamental features of Geometry 
 

 Diameter:  The longest distance between any two points is defined as diameter on the boundary of the leaf. 
Letter D is used to denote the diameter. 

 Area of Leaf: The area of leaf is calculating by numbering of pixels whose binary value is 1 on flatter leaf 
image. Letter A is used to denote the area of leaf. 

 Perimeter of Leaf:  By counting the number of pixels available on leaf margin, the perimeter of leaf can be 
calculated. Letter P is used to denote the perimeter of leaf. 

 Physiological Length of leaf: For calculating the physiological length of leaf, human requires to indicate the 
two ends of the leaf main vein by mouse clicking. The length is described as the distance between the two 
ends. LP is used to denote the physiological length. 

 Physiological Width of leaf:  This width can be calculated by drawing a line which passes through the two 
ends of the main vein such that infinite lines can be plotted perpendicular to that line1.  The largest distance 
between points of intersection pairs is considered as the physiological width. Wp is used to denote the 
physiological width. Due to being discrete the coordinates of pixels the research considers two lines that are 
perpendicular if their degree is 90◦ ± 0.5◦ 

 
Figure 3: Physiological length and physiological width relationship 

2.2.2.Digital morphological feature 
 

 Aspect ratio of length and width:The ratio of Lp (physiological length) to Wp (physiological width) i.e. Lp/Wp 
is considered as aspect ratio. 

 Perimeter ratio of diameter:The ratio of perimeter to diameter is denoted by the ratio of leaf perimeter P 
and leaf diameter D i.e. P/D.  

 Perimeter ratio of physiological length & physiological width:The ratio of P (leaf perimeter) and the addition 
of Lp (physiological length) and Wp (physiological width) i.e. P/ (Lp + Wp) is considered as perimeter ratio of 
physiological length and physiological width. 

 Form factor: The form factor is utilized to define the variance between a circle and a leaf. It is declared as 4 
πA/P2, where A belongs to the leaf area and P belongs to the perimeter of the leaf margin. 

 Rectangularity: The resemblance between a leaf and a rectangle is declared as rectangularity. It is calculated 
by the formula LpWp/A, where Lp belongs to the physiological length, Wp belongs to the physiological width 
and A belongs to the leaf area. 
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 Narrow factor: The ratio of the D (diameter) and Lp (physiological length) i.e. D/Lp is declared as narrow 
factor.  

 Irregularity:A characteristics i.e. irregularity (dispersion)5 to handle with an irregular shaped object e.g. the 
leaf. This feature is defined as: 

 

𝐷𝑖𝑠𝑝𝑒𝑟𝑠𝑖𝑜𝑛 =
max(√(𝑥𝑖 − 𝑥̄)2 + (𝑦𝑖 − y̅)2)

min(√(𝑥𝑖 − 𝑥̄)2 + (𝑦𝑖 − y̅)2)
(2) 

 Where   (x̅, y̅ ) belongs to leaf centroid, and (xi, yi) is the pixel coordinate in the leaf outline. The above Eq.2  
is used for calculation the ratio between  radius of the maximum circle that covers the region and minimum circle 
that can be contained inside the region. Therefore, value of dispersion will increase as the size of region expands.  
But the dispersion has a few limitations that is unaffected with small discontinuity occurs in shape, for example a leaf 
with crack. 
 
2.2.3Colour features 
 Colour moments signify colour features to describe a colour image. The characteristics which can be 
considered are standard deviation, mean, kurtosis, and skewness. Three characteristics are extracted from each 
plane R, G, and B for RGB colour space5,7. The following formulas are used to define these characteristics.  
 

𝑀𝑒𝑎𝑛  𝜇 =
1

𝑃𝑄
∑ ∑ 𝑀𝑥𝑦 

𝑄

𝑦=1

𝑃

𝑥=1

(3) 

 

    𝑆𝑡𝑎𝑛𝑑𝑎𝑟𝑑 𝐷𝑒𝑣𝑖𝑎𝑡𝑖𝑜𝑛 𝜎 = √
∑ ∑ (𝑀𝑥𝑦−𝜇)2𝑄

𝑦=1
𝑃
𝑥=1

𝑃𝑄
(4) 

 

𝑆𝑘𝑒𝑤𝑛𝑒𝑠𝑠 𝜃 =
∑ ∑ (𝑀𝑥𝑦 − 𝜇)3𝑄

𝑦=1
𝑃
𝑥=1

𝑃𝑄𝜎3
 (5) 

  

𝐾𝑢𝑟𝑡𝑜𝑠𝑖𝑠 𝛾 =
∑ ∑ (𝑀𝑥𝑦 − 𝜇)4𝑄

𝑦=1
𝑃
𝑥=1

𝑃𝑄𝜎4
 (6) 

  

Where P, Q are the dimension of image. Mxy is colour values on columns xth and row yth.  

2.3.Support Vector Machine 

Supporting vector machines (SVMs) in machine learning are supervised learning models that investigate 
information which is utilized for classification. Given a collection of training examples, each example marked as 
closeness to one or the other categories, an SVM training method creates a model that allocates new instances to one 
category or the other. This SVM model12 is used for representing the examples of space points, and plotted to divide 
the separate category examples by a clear gap. That gap should be as wide as possible. New instances are then 
mapped into the same space, predicting that they belong to a class based on which side of the gap they fall. 

In a high or infinite-dimensional space, a support vector machine creates a hyperplane or set of hyperplanes. SVM 
can be utilized for regression, classification, or other tasks for example outliers detection. Instinctively, a good 
separation can be achieved by the hyperplane which has the longest distance to the nearby training data point of any 
class. For the less generalization error of the classifier, margin should be larger. 

https://en.wikipedia.org/wiki/High-dimensional_space
https://en.wikipedia.org/wiki/Hyperplane
https://en.wikipedia.org/wiki/Statistical_classification
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2.4. k-Nearest Neighbour Algorithm 

The k-nearest neighbour algorithm (KNN)11 is used for classification as well as regression. It is a non-parametric 
process in pattern recognition. The inputs which are used for KNN consists of k training examples in the feature 
space. The output relies on whether the classification uses KNN. 

In the KNN classification the outcome is the membership of the class. An object is categorized by its neighbour’s 
majority vote with the most prevalent class among its k nearest neighbours. k is a positive integer which is typically 
small. If k= 1, the object is simply allocated to the single nearest neighbour’s class. It is a learning algorithm of 
instance-based or lazy learning, where the purpose is only locally approximated and all other working is suspended 
until classification. The simplest machine learning algorithm is the KNN algorithm. 

2.5. Artificial Neural Network 

Artificial neural networks (ANNs) are the systems for computing, which are nearly motivated by the biological 
neural networks which compose brains of animal9. These types of systems learn to execute processes by taking 
examples, normally without programming with any process-specific instructions. An ANN is considered as a group of 
linked units or nodes which are called artificial neurons. These artificial neurons are assumed as the neurons in a 
biological brain. Every connection can convey a signal from one neuron to another neuron. An artificial neuron which 
is receiving a signal, that neuron can execute it and then send signal to additional neurons which are connected to it. 
The main aim of the ANN process is to resolve difficulties in the same manner that a human brain would. 

Normally, in the implementation of ANN, signal present in a connection among artificial neurons (edges) is real 
number, and outcome of every neuron is evaluated with the help of non-linear function which is the sum of input 
neurons. The model used for classification has four layers i.e. first input layer, first hidden layer, second hidden layer 
and fourth layer (output layer). Numbers of neurons are contained by input layer equal to size of feature vector. First 
hidden layer contains 768 neurons (number of classes ×size of feature vector), second hidden layer contains 32 
neurons. Output layer contains 32 neurons, the output produced in the form of vector with binary values of size 
equal to total number of classes. Total 32 types of plant leaves were used in this work, so the number of classes is 32. 

3. Results and Discussion 

To examine our proposed model, Flavia dataset10 was used. This dataset comprises 32 types of leaf species 
and each has minimum 50 digital images. In first set of results, 40 images were used for training the network model 
and remaining 10 were used for testing. Similarly in second set of results, 30 images were used for training the 
network and remaining 20 were used for testing.  

In this work, a variety of test dataset was experimented from the Flaviadatabase using KNN, SVM and ANN. 
The results from the data sets via different classifier are with respect to its ratio of training vs. testing sets per species. 

Result Set-I 

Table 1: Accuracy results for various classifiers with digital morphological features. 

Classifier model Accuracy Accuracy 

Trainingvstesting ratio(40/10) Trainingvstesting ratio(30/20) 

KNN(k=3) 71.87% 70.47% 

KNN(k=5) 65% 68.75% 

SVM 81.25% 72.66% 

ANN 93.94% 93.94% 

Result Set-II 

https://en.wikipedia.org/wiki/Biological_neural_network
https://en.wikipedia.org/wiki/Biological_neural_network
https://en.wikipedia.org/wiki/Brain
https://en.wikipedia.org/wiki/Artificial_neuron
https://en.wikipedia.org/wiki/Neuron
https://en.wikipedia.org/wiki/Brain
https://en.wikipedia.org/wiki/Human_brain
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Table 2:Accuracy results for various classifiers with hybrid of digital morphological and colour features. 

Classifier Model Accuracy Accuracy 

Trainingvs testing ratio(40/10) Trainingvs testing ratio(30/20) 

KNN(k=3) 72.66% 70.47% 

KNN(k=5) 65% 68.75% 

SVM 83.75% 72.66% 

ANN 93.95% 93.94% 

 
As shown in the table, combination of physical Feature, colour (with kurtosis), mean and standard deviation 

provides the best outcome with effectiveness of 94%. According to the results all types of characteristics have 
significant role. The ANN classifier is the most efficient of them all. In case of hybrid feature set, corresponding 
accuracy of different classifiers produced better results than the model using only morphological features. 

4. Conclusion 

By using the proposed methodology in this work, the automatedsystem can categorize automatically 32 types 
of plants by using leaf images from the flavia dataset. A variety of machine learning classifiers i.e ANN, kNN and SVM 
were used for training the model. Before classification a hybrid texture features (a combination of 13 different 
features) were extracted from input data. The experimental outcome points out that around 94% accuracy can be 
achieved by using this method. The outcome is more effective than the work done in various existing literatures. 
Observing the classification accuracy, the proposed methodology is comparatively better than other methods, which 
in turn  is fast during execution, effective in identifying and simple while implementing. 
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Abstract 

Background/Objectives: This work was initiated for the development of gas chromatograph (GC) based 
chemical agent detector and compares the response of Surface Acoustic wave (SAW) detector with Flame 
Ionization Detector (FID) for the development of a reliable and fast vapour analyzer.  
Methods/Statistical analysis:An uncoated 433.92 MHz SAW device was used as Gas Chromatography (GC) 
detector and its response was compared with conventional FID detector. The response of the detectors was 
analyzed by using standard mixture of seven Volatile Organic Compounds or Toxic Industrial Chemicals 
(VOCs/TICs). Besides this comparison various key parameter of GC i.e. Flow, temperature and length of GC 
column were optimized for fast GC. Findings:After analyzing the data of both the detectors, it was observed 
that the resolution of chromatograms with SAW detector showed more resolved peaks as compare to the FID 
detector for the same GC parameters.  
Improvements/Applications:It is concluded that the SAW detector is more suitable technology for fast and 
reliable analysis of chemical vapors. 
 

 
Keywords:Capillary column, Detector, GC,SAW, TICs, VOCs. 

1. Introduction 

Surface Acoustic Wave (SAW) device used in 1979 first time as gas sensing and in 1964 as detector1,2. Gas 
chromatograph is a technique which is used for the analysis of organic volatile compounds by using various 
detectors. In literature researcher optimized the various parameters for development fast gas chromatography3,4,5,6,7. 
The sensitivity and resolution are the key parameter of any gas chromatography-based system. Mostly in the analysis 
and identification in field scenario, the combinations of these techniques with selective or non-selective detectors 
are used for the detection of chemicals. The Flame ionization (FID), Thermal conductivity (TCD), photo-ionization 
(PID) etc., are non-selective detectors whereas nitrogen phosphorous (NPD), electron capture (ECD), or mass (MS) 
are selective detectors (Table1)3,4,8,9. 

 
Table: 1 Major detector for gas chromatography 

Parameter FID NPD FPD MS ECD SAW 

Sensitivity(g/s) 2x10-12 2x10-13 1x10-12 1x 10-9 5x10-14 1x10-15 

Dynamic Range 1x107 1x105 1x105 1x106 1x102 1x107 
Selectivity No Yes Yes Yes Yes No 
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SAW detector used as Non-selective GC detector, which shows the linear response towards the mass change over 
the surface of the detector10,11. To the best our knowledge and literature the resolution study has not been done 
earlier. In this paper we are presenting, how the resolution of detector is affected with variation of gas 
chromatograph parameters. Different detector needs different types of gases for the operation as per the detector 
requirement. The FID needs Hydrogen and Zero Air in the ratio of 1:10. However the SAW detector does not require 
specific gases for the operation. 

 

2. SAW detector operation 
 

A SAW device consists of a piezoelectric substrate with two transducers called inter digital transducers (IDT) 
input and output IDTs. On applying the RF signal on input IDTs, it generates the surface acoustic wave on the surface 
of device and vice versa happened on the output IDT. (Figure1)9,12,13,14. It works on the principle of mass loading, 
when the vapour molecules are eluted from the capillary column and adsorbed on the surface of detector hence 
SAW velocity changes and it reflected as the change in resonance frequency of SAW detector. This relationship had 
been represented by Sauerbreyequation (1)15,16. 

 

∆𝑓 = −
2𝑓0

2

𝐴√𝜌𝑞𝜇𝑞
∆m   (1) 

Where ∆f-frequency change, fo- resonant frequency, ∆m- mass change (g), A - active crystal area, ρq - density of 

substrate material and µq - Shear modulus of substrate. 
 

Figure 1. Schematic of SAW device 
 

 
 
3. FID detector operation 
 

The FID operation is based upon the ions which were formed during the combustion of organic compounds in 
the flame of hydrogen. The response of the detector is based on the concentration of ions in the gas sample17,18.  
Schematic is shown in Figure 2. 
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Figure 2. Schematic of FID 

 

 
 
 

 
For FID detector operation, a high temperature and fuel gases (mixture of hydrogen and zero air gas) are 

required.  
In Gas Chromatograph technique separates the mixture of different compounds between mobile and stationary 

phase of capillary column over a period called retention time and time-resolved chemical spectra known as 
chromatogram. Different chemical constituents of the sample travel through the column at different rates depending 
upon their physical and chemical properties, the interaction of sample will be different with the phases (mobile and 
stationary). In order to achieve, the non-overlapping peaks of compounds the GC parameters i.e. length of column, 
flow of carrier gas, temperature etc. has to be optimized. The eluted vapors of samples from the column are detected 
by Detector8,9.  

 

4. Experimental 
 

For performing the experimental work, a conventional GC with FID detector (Make chemito-1000) system 
was used. A 433.92 MHz one-port SAW oscillator used as a detector (Figure 3) which have two identical SAW device, 
one act as detector and another as a reference. A small Thermoelectric cooler (TEC)(Size - 12.3×12.3 mm, (make Laird 
Technologies, part No. 177-1753) used to maintain the SAW detector temperature at room temperature. The 
temperature of assembled SAW detector is measured by PT1000 RTD. The SAW detector enclosure assembly is 
shown in Figure3. The detector cell has the provision for connecting the capillary column to the SAW detector (Figure 
3). It has been designed specifically for exposing only one SAW device. Thedetector response of SAW detector is 
considered in terms of frequency shift.  
For entire experiment Rtx-200 narrow bore capillary column was used with 0.2µl sample. The injector port was kept 
at 130°C. A standard mixture was prepared by mixing the entire 7 analytical grade VOCs in equal ratio.  
 

Figure3. SAW detector 

 
 

The responses of both detectors were recorded at various parameters of GC. Initially 30m, 15m, 7m, and 3.75m 
meters capillary column were used at various oven temperature and carrier flow rate using FID detector. Since the 
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chromatogram with 7m column was well resolved whereas the chromatogram became unresolved at 3.75m. 
Therefore the 3.75m column was selected for comparing the chromatogram of mixture of compounds with SAW and 
FID detector. 

 

5.Result and Discussion 
 

A mixture of seven compounds (Methanol, Toluene, Xylene, Dimethylformamide, 1,5-Dichloropentane, 
Dibutyl sulfide and Nitrobenzene) were used for the injection in conventional GC system with FID detector as well as 
SAW detector. The responses of both the detectors were measured with different parameters of GC system. The 
retention time of nitrobenzene was recorded with different flow rate of the carrier gas (nitrogen gas) and found that 
at higher flow rate of carrier gas the resolution of chromatogram decreases (Figure 4a).  

 

Figure 4a. Effect of carrier flow on Retention time 

 
 
Similarly, at 60°C the Nitrobenzene (NB) and Dibutyl sulfide (DBS) response was recorded at various length of the 

capillary column and found that the retention time drastically reduced with decreasing the length of capillary column 
(Figure 4b).  

Figure 4b. Effect of column length on Retention time at 60°C 
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The same mixture of seven compounds were also injected to the injector port and recorded the at different 
temperature. The resolution/retention time of the chromatogram reduced with higher the temperature of the oven 

(Figure 4c). 
 

Figure 4c. Effect of Temperature on Retention time 

 
 

As per the analysis of the data it was observed that the resolution is critically dependent on three key parameter 
of GC i.e flow rate of carrier, Temperature of oven and length of capillary column. It was also observed that the 
resolution of chromatogram of mixture of seven VOCs with FID at 60°C and with reduced length of column (3.75m) 
were less resolved as compared to the SAW detector.  

As per the result it has been observed that the chromatogram with SAW detector is more resolved, less tailing 
and sharp peaks. However, the FID operates at higher temperature and it gives the less resolution and less sharp 
peaks (for same GC parameters) due to slow response time as compare to the SAW detector. Therefore, the 
following could be the possible reason for higher resolution of SAW detector as compared to the FID (figure 5): 

1. Low active area on the surface of the uncoated SAW detector 
2. Fast adsorption and desorption of eluted compounds 
3. Low operating temperature 

Therefore, the SAW technology can be used for the fast analysis of VOCs. 
 

Figure 5. Response of FID and SAW detector with mixture of VOCs 

 



International Conference on Defence and Space Technologies, ICDST 2019, Aug 23-25, 2019, IET Lucknow, India 
 

                                                                                                                                                                                                       46-51 

6. Conclusion 

 This paper describes the comparative study for Fast GC using FID and SAW detector. Both the detectors are 
capable of detecting of organic compounds in vapour phase. Due to the rugged and smaller size of the SAW detector, 
it can be used for the development of portable chemical detection system and does not require specific gases for its 
operation. As compared to the FID, SAW detector can resolve more no. of compounds within specified time. 
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Abstract 

Background/Objectives: This paper presents the realization of a wireless Surface Acoustic Wave (SAW) 
temperature sensor for moving or rotating parts like fast rotating engine of fighter jets, hazardous environments 
like chemically contaminated chambers of high voltage areas, embedded areas like tyres and concrete. 
Methods/Statistical analysis: SAW temperature sensors are fabricated on a piezoelectric crystal substrate using 
IC planar technology. The velocity of SAW is influenced by the temperature of substrate and is exploited for 
sensing applications. The substrate material and crystal cut determine the sensitivity and temperature range. 
SAW temperature sensors are known to be very sensitive, linear, fast and reliable. 

 Passive SAW sensors operate without on-board power supply using a dedicated readout unit. The readout 
unit transmits interrogation signal to the sensor tag which receives and re-transmits it with temperature modified 
value. 
Findings: In this paper, 434 MHz quartz one port resonator SAW device was developed. A meander line dipole 
antenna was designed and connected with SAW device. SAW sensor along with antenna forms a sensor tag which 
can be fixed on any platform for which temperature is to be measured. An interrogator unit was designed and 
implemented using a transceiver IC and FPGA. The sensor system was tested on test bed and it performed stable 
temperature readout. 

 
Keywords: SAW, temperaturesensor, passive operation,antenna, wirelesssensing, interrogator. 

1. Introduction  

Measurement of temperature of rotating or moving parts of machinery is a challenging task particularly when 
real-time data is required. Traditionally, temperature measurement has beendone by measuring the change in 
resistance (RTDs and thermistors), radiation from objects (IR meters), voltage produced at the junction of two 
dissimilar electrical conductors (Thermocouples) or voltage drop across a silicon PN junction diode.For 
applications considered here, thermocouples and RTDs, though passive, require wired connections, slip rings or 
external transmitters to communicate. Likewise, the challenges at high voltage transmission station and 
switchboxes is even more stringent. The presence of metallic cables or contacts can cause catastrophic faults.  

One of the methods employed for remote temperature measurement is infrared thermometry. This however 
requires the object to be in direct line of site and the measurements can be done on periodic basis rather than in 
continuous mode. The other approach involves the use of battery powered transmitters connected to the 
sensors. These, however, are plagued by issues like size, periodic battery replacement, mounting on fast moving 
and vibrating platforms, lack of suitability for high temperatures. 

In SAW based temperature sensors, acoustic waves are induced electrically into a piezoelectric substrate. 
These waves are influencedby substrate temperature before reconverting back to electrical form. SAW 
temperature sensors are small sized (a few millimeter size and few hundred micron thickness) and therefore can 
respond rapidly to temperature changes. Some substrate materials are very sensitive to temperature change and 
offer a high resolution. SAW sensors are reliable, easy to fabricate (IC planar technology), compatible with 
standard CMOS process and provide stable performance1.One significantand distinct advantage of SAW 
technology is its ability for passive operation. This feature makes it amenable to wireless operation in remote and 
harsh environment. SAW wireless temperature sensing was first demonstrated by Bao et al. in 19872. It offers 
many advantages over traditional methods. These include 

  Passive operation: No external batteries are required for operation. This eliminates the need for battery 
monitoring and replacement3.  
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  Non-Invasive: As no power or signal wires are required, the sensor can be used in vacuum sealed chambers, 
power equipment and contaminated environments. 

  Wireless readout: Temperature can be measured remotely using interrogators. This makes them apt for 
rotating applications and unreachable places. 

The above advantages offered by SAW wireless technology makes them highly suitable for many critical 
applications considered in this paper4. The next section describes the technological aspects and system 
considerations leading to the development of passive SAWtemperature sensor for remote applications.  

2. Passive SAW Sensor Technology 

SAW devices have been extensively researched and used for many decades. Due to its numerous features, 
research in SAW technology continues to be in a positive trend. Commercially, SAW has excelled in two main 
application areas – communication systems and sensing5.In sensing, SAW has been used for realizing physical, 
chemical and biological sensors. Chemical and biological are realized using selective coatings on the SAW device 
which binds the target molecules/antigens leading to mass loading on the device6,7.SAW physical sensors work on 
the principle that change in physical parameters, like temperature, pressure, strain etc.,  cause change in wave 
properties like velocity and phase.   

Passive SAW sensor consists of sensor tag and a reader/interrogator. Figure 1 shows diagram of a typical passive 
SAW physical sensor. The sensor tag comprises of SAW device and antenna while the interrogator consists of a 

transceiver, antenna and processor. SAW devices used in most passive sensor applications are resonators instead 
of delay lines as they have lower losses and hence a longer range (distance) of operation8. Resonators have one 
(or two) interdigital transducer (IDT) in the middle and reflectors on both sides. IDT is connected to the Antenna 
and receives the interrogator signal.The interrogator transmits a signal burst having frequency close to the 
frequency of SAW resonator-device. The resonator antenna which is designed for device frequency range picks 
up the interrogator signal and through IDT induces SAW along the surface of the piezoelectric substrate. The 
waves are reflected by the reflectors to the IDT and transmitted back to the interrogator. The frequency of back-
reflected signal is, however, affected by the physical environment of the device. The change in frequency thus 
contains the information about the physical quantity to be measured. The frequency changesin SAW device due 
to variation in temperature is described in Eq. 1 as temperature coefficient of frequency (TCF)9. 
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Where T is temperature of SAW device, λ is the wavelength and ν is the SAW velocity in substrate. 

In the present work, the SAW device has been designed and fabricated and used for temperature sensing 
application.The following sections describe the design of SAW temperature sensor, antenna and interrogator. 

3. SAW Temperature Sensor 

The interdigitated electrodes were fabricated on a circular 3” substrate of crystalline quartz substrate. The 
crystal was first carefully cleaned and then after a thin film of aluminum metal of thickness of 0.2 µm was 
deposited on the substrate using thermal evaporation technique. The thickness of the aluminum is an important 

Figure1. Schematic layout of wireless SAW resonator for sensing 
application. 



 

 

parameter and is predetermined for interdigitated electrode fabrication; the thickness uniformity across the 
profile of the wafer is also very important to ensure consistent behavior from one electrode to another. The 
wafer was then coated with a photoresist solution of photosensitive polymer. Positive photo resists like AZ 1350 
are used for device because of their high resolution. After coating with photoresist it was spun at high speed so as 
to form a thin uniform layer. Then it was baked at 90°C for about half an hour to harden the layer. Thereafter the 
wafer was exposed to ultraviolet light through photomask which defines the geometry of the pattern to be 
produced on the wafer. Substrate wassubsequentlyput in a developing solution. The exposedregions undergo a 
chemical reaction and are removed. The metal below the cleared photoresist was etched using appropriate 
etchant, leaving a metal pattern on the device corresponding to the pattern on the mask.  

For the present work we have used the device fabricated on a ST-X Quartz piezoelectric substrate. The ST-X 
Quartz substrate is known to have zero TCD (temperature coefficient of delay) at room temperature. Fabricated 
SAW device have the 1.81 µm multiple thin electrodes and 1.81 µm gap and the chip size is 2x3 mm2. The 
fabricated substrate was inspected for short or opens in the interdigitated electrode pattern.  As shown in Figure 
2 the electrode on the substrate was first inspected using optical microscope (Metzer) at 100x. 

 The device was also characterized by using Scanning Electron Microscope (SEM) for the confirmation that the 
fabricated electrode has the same dimension as per the design as shown in Figure3. 

4. Antenna for SAW resonator 

The communication link between reader and sensor tag is achieved using a radio link. A meander line antenna 
was designed, fabricated and attached to SAW device to carry out the wireless temperature sensing. This 
configuration has been chosen in order to make overall antenna shorter by folding the connector back and forth. 
Although the efficiency and bandwidth decreases in meander configuration yet it suits short range sensor 
applications. The antenna has been fabricated on a single sided FR4 PCB (εr=4.4) with Lc = 38mm, La= 3mm and 
Lb= 7mm. The design has a bandwidth of 30MHz and efficiency of 39%, however, the variation in bandwidth and 
efficiency due to temperature change will alter the values during operation. The layout of meander line antenna 
is shown in Figure 4. 

 

5. Interogator/reader 

The interrogator/reader unit comprises of transmit and receive part both sharing an antenna through a switch. 
The unit is required to generate and transmit a short RF-Burst and immediately switch to receiver mode to 
capture the reflection from SAW sensor tag. It has to further process the received signal and determine the 

Figure 4.Meander line antenna layout 

Figure 2.Optical image offabricated electrode 
Figure 3. Scanning Electron Microscope (SEM) 
image of fabricated electrode 



 

 

temperature as a function of frequency shift between the transmitted and received signal.A functional block 
diagram of interrogator unit shown in Figure 5. 

The reader used in this work was developed using MAX 7030 transceiver IC(Make –Maxim semiconductor, 
USA). The device generates a typical power output of +10dBm for a 50Ω and has a typical sensitivity of -114dBm. 
It has an internal RF switch through which Tx and Rx can be connected to a common external antenna. 

ActelSmartFusion FPGA (AFS200) was used for control and processing. The Tx/Rx timings and automatic gain 
control signal are generated in FPGA. The receiver signal is amplified using a Low Noise Amplifier (LNA) and the 

amplified output is mixed with Local Oscillator output (LO).  The LNA has a maximum achievable gain of 30dB. The 
LO is generated using a fixed integer Phase-locked loop (PLL).Actual fabricated board with reader and FPGA based 
controller circuit is shown in Figure 6. 

The mixer down-converts the input RF to 10.7MHz intermediate frequency (IF). MAX7030 has an integrated 
image rejection of the mixer, a unique feature. The IF output is fed to FPGA input pin for frequency counting. 

6. Measurement results and discussion 

Figure7(a) and 7(b)show the schematic and actual test setup for wireless temperature measurement. The 
SAW sensor was bonded with the antenna to form SAW tag. A micro-heater based hot plate arrangement was 

made just under the SAW sensor. A thermal conductive layer was used for a good thermal contact.The heater 
was powered by a dc-power source and a PT100 RTD was placed on the hot plate for temperature calibration. 
The reader unit was connected to a PC through RS232 interface for thorough data analysis. 

The measurements were carried out by increasing the temperature of hot plate from ambient to 150°C 

Fig.5 Functional block diagram of reader Figure6. FPGA based interrogator board 

Figure 8. The received signal captured on CRO 
Figure 9. Experimental frequency-temperature relationship 
with excellent linear fit.  

Figure. 7(a) Schematics of test setup Figure. 7(b) actual setup for wirelessmeasurement 



 

 

gradually. The received signal from the interrogator is captured with CRO as shown in Figure 8 and showed a 
linear variation in SAW frequencyover the temperature range shown in Figure9. The experiment was repeated for 
several cycles and similar results were obtained indicating stable and repeatable response. The measurements 
were reasonably stable upto 50cm and deteriorated rapidly after that even though a spectrum analyzer detected 
reasonably good reflected signal even up to 2m range.  

7. Conclusion 

A passive wireless temperature sensor based on SAW resonator has been developed for remote 
applications. The sensor has shown a linear response to temperature change (30°C to 150 °C) and a range of 0.5m 
was achieved even though there is a scope of increasing the range. Passive SAW sensors offer a wide range of 
applications where conventional methods are difficult to implement. With advancement in fabrication of SAW 
devices and piezoelectric material, high frequency devices in GHz are being realized. Such devices are even 
smaller in size and require smaller antennas. Material like Langasite has a higher temperature range compared to 
Quartz and LiNO3.   
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Abstract—The tradeoff between bandwidth efficiency and power efficiency with nonlinear distortion in a modern communication 

system, i.e., High speed (High bit rate) communication has become a more prominent problem due to the nonlinear characteristic of 

High Power Amplifier (HPA). To obtain the peak gain from the HPA, it has to operate in its saturation region, which is highly 

nonlinear. In the absence of any preceding signal processing, the HPA is forced to back-off at the input side, which in turn results in 

a sufficient back-off on the output side too. Hence, for long-distance or digital satellite communication channels it is inevitable to 

use HPA to obtain sufficient transmission power, but at the same time, the high bit rate modulation schemes having a high peak to 

average power ratio are very susceptible to the nonlinearity of HPA causing nonlinear distortions in the modulated signal. 

Therefore it is necessary to compensate nonlinearity introduced by HPA. For that, we need a very effective predistorter. This article 

proposes a new predistortion technique based on neural network committee machine using a Mixture of Experts (MOE), and it is 

achieved in two steps. In the first step, we modeled the memorylessSaleh model's AM-to-AM and AM-to-PM conversions. In the 

second step, an approximation of the Saleh inverse transfer function is modeled, and we have used it to implement the predistorter. 

The approach is applied to 16-QAM transmissions, and the results obtained in the first step show that the Mixture of Experts based 

HPA has an excellent level of similarities of AM-to-AM and AM-to-PM characteristics as obtained by Saleh model. The results 

obtained from the second step demonstrate the linearization performance of the predistorter, as achieved through the MOE model. 

Keywords—16-QAM, HPA nonlinearity, Saleh Model, Predistorter, Linearization, MOE 

1. INTRODUCTION  

In all long-distance communication systems, such as satellite communication or mobile communication we compulsorily 
require High power amplifier (HPA) to boost low power information signal such as speech signal for transmitting it over long 
distances. HPA has a non-linear characteristic, and for a power-efficient communication system, it must be operated near 
saturation, which falls the nonlinear region or region this severely distorts the information signal. These nonlinear distortions 
become more vulnerable when the communication system demands bandwidth-efficient modulation techniques such as 
Quadrature Amplitude Modulation (QAM) [1] with large envelope fluctuation or high peak-to-average power ratios (PAPR), 
which are more sensitive to the power amplifier nonlinearities. This distortion occurs in the form of spectral re-growth, which 
leads to adjacent channel interference and violations of the out-of-band emission requirements mandated by regulatory bodies. 
It also causes in-band distortion, which degrades the bit error rate (BER) performance [1], which we observe in the form of 
squeezing and twisting in the constellation of the transmitted signal. 

To reduce the HPA nonlinearity, there exist two schemes, namely “Back-off” approach and linearization. "Back-off" 
approach is mostly a trivial solution for handling the nonlinearity of HPA although with this approach the output signal of PA 
clears the criteria related to the mandatory spectrum mask and error vector magnitude (EVM) or  mean square error (NMSE). 
But at the same time, it leads to an assembly of the costly and power-incompetent transmitter, because of the low HPA 
efficiency in the low input power regions [2]. Due to this incompetence of “Back-off” approach, the need for power-efficient 
linearization techniques is growing immensely, and various linearization techniques are proposed. Sperlich [3] demonstrated a 
performance comparison of these major linearization techniques and concluded that amongst all the linearization techniques, 
Digital Predistortion (DPD) is the most cost-effective and mostly used linearization technique, which provides higher efficiency 
and greater flexibility. Further, modeling of the nonlinear characteristics of the PAs can be done by using either a transistor 
level approach or a system-level approach; one such example is behavioral technique. The behavioral model is the most 
efficient and low complexity approach for characterizing the nonlinearity and predistorter of the PAs. Nonlinear PAs literature 
explains various behavioral models for the modeling of nonlinear Amplitude-to-Amplitude (AM-to-AM) and Amplitude-to-
Phase (AM-to-PM) characteristic of power amplifiers such as Rapp model, Ghorbani model, Taylor model, and Saleh model, 
etc. Development of a good DPD predistorter depends on the ability to develop an accurate and simple PA behavioral model. 
Therefore we used Saleh model for modeling memoryless nonlinear power amplifier because it matches well with the practical 
AM-to-AM and AM-to-PM characteristics of TWTA and has lower complexity as compared to the other state-of-the-art 
behavioral models since it requires only two parameters to compute the nonlinearity of the power amplifier [4, 5]. 

Many researchers have suggested that neural network has an excellent capability to represent complex nonlinear system or 
function and efficiently used as DPD to linearize nonlinear PAs [6–11] and a comparative study is also done by Rawat and 
Ghannouchi [12] for different DPD linearizers over performance with mildly nonlinear to highly nonlinear PAs, and the study 
suggests that machine learning (ML) based linearizers are better suited for the application. Although the design parameters are 
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relatively higher, ML linearizers are gaining more popularity recently [12]. The working principle of a DPD linearizer is 
explained in the methodology section. Hence considering these facts, this article proposes a new digital predistortion technique 
based on neural network committee machine, also known as Mixture of Experts (MOE). It is achieved in two steps; in the first 
step, we modeled the memorylessSaleh model's AM-to-AM and AM-to-PM conversions with the help of the MOE model. In 
the second step, an approximation of the Saleh inverse transfer function is modeled through the MOE model. The paper 
presents simulation results for 16-QAM modulation. 

2. METHODOLOGY 

This section explains various schemes as utilized in the current article to achieve the predistortion. It explains the basic 

concepts of predistorter, Saleh model, MOE, and how we have utilized various modules to build an efficient predistorter.   

 

2.1 Predistorter Concept  

In predistortion, a predistorter is placed before the power amplifier, and this predistorter should have a response just inverse 
to that of the amplifier’s nonlinear response so that cascading of these two forms a linear system having a linear response and 
the output signal of the system is amplified by a constant gain. The working principle of a predistortion concept is shown in 
"Fig. 1" 

 

Fig.1.Working principle of a PD linearizer; (a) Predistorter response,(b) Power amplifier response, (c) Linearized output, (d) Block diagram ofPredistortion 

concept. 

During the predistortion operation, the nonlinear predistorter generates intermodulation distortion (IMD) products that are 
in anti-phase with the IMD products produced by the power amplifier, reducing the out-of-band emissions and finally, at the 
predistortion output, these IMDs products cancel each other and constant gain amplified power is achieved 

2.2 Saleh Model  

The Saleh model is empirical, and a frequently used model for memory-less power amplifier due to its low parameter 
complexity and is specially designed for modeling a TWT amplifier. The Saleh model is recommended as the standard PA 
model by the IEEE broadband wireless access group and is suitable as a base for designing linearization techniques such as 
predistorters. The two-parametersinSalehmodelaregain Υ(|𝑥|) and phase conversion ϕ(|𝑥|) functions, which are given by (1) 
[4]. 

Υ(|𝑥|) =
𝑎𝛼|𝑥|

1+𝛽𝛼|𝑥|2 ;  ϕ(|𝑥|) =
𝑎𝜌|𝑥|2

1+𝛽𝜌|𝑥|2 

 Where 𝑎𝛼, 𝛽𝛼 , 𝑎𝜌 , and 𝛽𝜌 are the distortion parameters that are fitted to the measured data. 

2.3 MOE  

MOE was proposed by Jacobs et al. [13] in 1994, and it is a type of neural network committee machine with a modular 
structure network that follows supervised learning [14]. It is used for regression, classification problem[15], and fusion 
applications in healthcare, finance, surveillance, and recognition [16] fields. In the MOE architecture, a group of experts and a 
single gate cooperate to resolve a nonlinear supervised learning problem following the Divide-and-Conquer principle [14]. In 
Divide-and-Conquer algorithms, a complex non-linear problem is divided into simpler problems or a set of linear problems, 
and the solution of each simpler problems can be combined to solve the complex non-linear problem. The architecture of MOE 
is shown in "Fig. 2" [14], and it can be viewed as a tree-structured architecture having three main components; K number of 
experts that are either regression functions or classifiers, a gate that makes soft partitions of the input space and tells each expert 
about in which regions the individual expert would work best and a probabilistic model to combine the experts and the gate 
[17]. The parameters of both experts and gate for these regions can be learned or estimated by using Expectation and 
Minimization (EM) based learning algorithms such as iteratively-reweighted least squares (IRLS) [13] or single-loop EM [17] 
etc. "Fig 2 (b)" shows the signal flow graph of a single neuron single layer expert network and the output generated by expert k 
is presented as the inner product of the input vector x and the synaptic weight vector 𝐰kof this neuron and b is the bias term, as 
given by  (2). 
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  𝑦𝑘𝐰𝑘
𝑇𝐱 b   

"Fig. 2 (c)" shows the single layer signal flow graph of the gating network, which consists of K neurons and each neuron 
assigned to a specific expert. Unlike the experts, the neurons of the gating network are non-linear, with their activation 
functions defined by (3). 

𝑔𝑘 =
exp (𝜇𝑘)

∑ exp (𝜇𝑗)𝐾
𝑗=1

⁄ 

This is also called the Softmax activation function, where μkis the inner product of the input vector x and the synaptic 

weight vector 𝐚ki.e. 𝜇𝑘=𝐚𝑘
𝑇 x +b [14]. 

 
Fig.2. (a) Block diagram of Original MOE, (b) Signal flow graph of asingle linear neuron of Expert,(c) Signal flow graph of a single neuron for the gating 

network [14]. 

 

Several researchers have used the EM algorithm for learning or training the parameters of the expert networks and gating 
network. The EM algorithm is a two steps algorithm. In the first step, the expectation of log-likelihood function in calculated in 
terms of the parameters of the expert networks and the gating network and in the second step, the values of the parameters of 
the expert networks and the gating network are calculated, that maximizestheexpectation of log-likelihood function. One 
disadvantage of EM algorithm is whenever any component of the MOE has nonlinear nature, then maximization concerning 
that component's parameters are analytically unsolvable even for the simplest generalized linear case. In the original MOE, 
proposed by Jacobs et al. [13], it was difficult to apply EM to some parts of the MOE architecture because of the nonlinearity of 
the softmax gating network. This made the maximization concerning the parameters in gating network nonlinear and 
analytically unsolvable even for the simplest generalized linear case [17]. For removing it, Xu et al.[17] proposed an alternative 
model for MOE by introducing an alternative gating function. This form is chosen so that the maximization concerning the 
parameters of the gating network can be handled analytically. Since we have used the EM algorithm as a learning algorithm, 
therefore, we used the alternative model of MOE [17] in this article. 

2.4 MOE based Predistortion  

For devising MOE based predistortion, various components are considered in the explained manner. X and Y are 

considered to be the input and target data of the form X = {𝐱𝐧}n=1
N  and𝑌 = {𝒚𝒏}𝑛=1

𝑁 respectively with N number of training 

points. The set of MOE component parameters is represented by Ω. The parameters of the gate and experts are represented by 

∅gand∅erespectively, thereforΩ = (∅g , ∅e). For simplification, vector 𝐱𝑛and 𝐲𝑛are denoted as x and y further in our article. 

The total probability of observing target vector y for a given input vector x in terms of the experts can be stated as equation 
(4), (5). In the following equations, vector𝑓𝑙(𝐱, 𝑤𝑙)represents the output of the lth expert, w𝑙 represents the synaptic weight of 
the lth expert and 𝛴𝑙  represents the covariance matrix. 

P(𝐲|𝐱, ∅g , ∅e) =∑ P(𝐲, 𝑙|𝐱, ∅g, ∅e)𝐿
𝑙=1    

 =∑ 𝑔𝑙(𝐱, ∅g)  𝑃(𝐲|𝐱, 𝑙, ∅e)𝐿
𝑙=1  

 

P(𝐲|𝐱, 𝑙, ∅e) =
1

(2∗π)
n
2∗|Σl|

1
2

* 

exp {−
1

2
(𝐱 − 𝑓𝑙(𝐱, 𝑤𝑙))𝑇𝛴𝑙

−1𝑓𝑙(𝐱, 𝑤𝑙)}(5)  

Where L is the number of experts, 𝑔𝑙(𝐱, ∅g)is the probability of selecting the lth expert, andP(𝐲|𝐱, 𝑙, ∅e)is the probability of 

generating y for a given x through lthexpert. In the original MOE model, the gating function 𝑔𝑙(𝐱, ∅g) is represented by the 

following softmax function(6).    
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 𝑔𝑙(𝐱, ∅g) = exp (𝛾𝑙(𝐱, ∅g)) ∑ 𝛾𝑘(𝐱, ∅g)𝐿
k=1⁄ (6) 

Where γk(𝐱, ∅g),k =1,....,L are the outputs of the gating function, but this form of softmax function has nonlinearity in nature 

and maximization part of the EM algorithm is not analytical solvable. Therefore to overcome this problem, we have used an 
alternative form of gating function as given in Xu et al. [17], presented in (7).   

 𝑔𝑙(𝐱, ∅g) = (𝛼𝑙 ∗  P (𝐱|∅g,𝑙) ∑ (𝛼k ∗  P(𝐱|∅g,𝑘)𝐿
k=1⁄  

,∑ 𝛼𝑙𝑙 = 1 and𝛼𝑙 ≥ 0 

 = (𝛼𝑙 ∗  𝑃(𝐱|∅g,𝑙) )/ P(x,∅𝑔)Where𝛼𝑙and ∅g,𝑙 are the components of∅gi.e. ∅g = {∅g,𝑙 , α𝑙} and P(x,∅g) =∑ (αk ∗𝐿
k=1

𝑃(𝒙|∅g,k). 𝑃(𝐱|∅g,𝑙)is further given by (8). 

P(𝐱|∅g,𝑙) =
1

(2∗𝜋)n/2∗|𝛴𝑙|^(
1

2
)

exp {−
1

2
(𝐱 − 𝜇𝑙)𝑇𝛴𝑙

−1(𝐱 − 𝜇𝑙)}(8)Where  𝜇𝑙and 𝛴𝑙are mean and covariance respectively. 

Now, the total probability of observing target vector y for a given input vector x in terms of the experts can be written as (9) 
or (10). 

P(𝐲|𝐱, ∅g, ∅e) = ∑
𝛼𝑙 ∗  𝑃 (𝐱|∅g,𝑙)

𝑃(𝐱, ∅g)
𝑙

P(𝐲|𝐱, ∅e)            (9) 

 P(𝐲, 𝐱) = ∑ 𝛼𝑙 ∗ 𝑃(𝐱|𝑙 ∅g) ∗ P(𝐲|𝐱, ∅e)

Finally, the EM training algorithm's steps and equations as stated in Xu et al. [17] are used for updating the parameters of the 
MOE network that maximize the log-likelihood of the probability equation (10), i.e.,ln(P(y,x)). "Fig. 3" shows the proposed 
DPD predistortion block diagram. 

 

Fig. 3. Block Diagram of DPD predistortion. 

Here two MOE networks are used for performing the function of predistorter, in which one network deals with the magnitude 
part of the 16-QAM input signal, and the other one deals with the phase part of the 16-QAM input signal. The output obtained 
from these two blocks has the same form as the input signal of the predistorter and is further applied to the Saleh model for 
obtaining linearized output at the HPA output. Finally, the magnitude and phase part of the output signal are combined 
according to the following (11) to obtain the total output. 

      yout = Aout ∗ exp(j ∗ θout)

Where Aout andθoutare the magnitude and phase of the output signal, respectively. 

3. RESULTS AND DISCUSSION 

To evaluate the performance of the proposed method, the simulations are done in MATLAB. The following sections 
explain Saleh model modeling and digital predistortion modeling. 

3.1 Saleh Model Modeling 

 For obtaining the characteristic of Saleh model, we have used equation (1), and the considered distortion parameters 

for Saleh model are 𝑎𝛼= 2.0587, 𝛽𝛼= 1.0517, 𝑎𝜌=4 and 𝛽𝜌=2.1. The same characteristic is obtained through our MOE method 

also, which uses three experts and one gating network. "Fig. 4 (a)" and "Fig. 5 (a)" show that these two characteristics 
superimpose with mean square error (MSE) of the order of 2.2483 × 10-5 (or -46.4815 dB) and 5.560 × 10-5 (or -42.5493 dB) 
respectively. "Fig. 4 (b)" and "Fig. 5 (b)" show that below 45 iterations, log-likelihood function attains constant value which 
explains that no further updation is required for the parameters of experts and gating networks. This reflects the speed of the 
method. 
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(a) AM-to-AM Conversion(b) Log-Likelihood vs. iterations. 

 

Fig. 4.AM-to-AM conversion modeling. 

 

 
(a) AM-to-AM Conversion(b) Log-Likelihood vs. iterations 

 

Fig. 5.AM-to-PM Conversion Modeling. 

3.2 Digital Predistortion Modeling  

In the subsequent step, MOE is used to design a digital predistorter. The performance of the proposed method for 
predistortion is evaluated in two steps. In the first step, we approximated the inverse of the Saleh characteristic through MOE 
method. For that, we applied the reverse order of the input and output signals of the Saleh model, i.e., input as output and 
output as an input signal to the MOE for the same parameters as considered in the above case. The obtained results denoted by 
g(x) in "Fig. 6" are compared with the inverse Saleh AM-to-AM characteristic denoted by  A−1(x). "Fig. 6" shows that g (x) is 
very close to the exact inverse of A−1(x)with the MSE of the order of 1.1157×10-5 (or -49.5245 dB).  

 

Fig. 6. Comparison of inverse AM-to-AM characteristics as obtained through Saleh model and our proposed method. 

After that, g (x) is used as predistorter, which is placed just before the HPA for achieving digital predistortion. The DPD 
evaluation in the time domain is presented using the 16-QAM signal in "Fig. 7". The signal constellation diagram in "Fig. 7 (a)" 
shows the effect of the PA nonlinearity without predistorter and "Fig. 7 (b)" shows the effect of PA nonlinearity with 
predistorter. As can be seen from the constellation diagram, the use of a predistorter for the compensation of nonlinear 
distortion caused by HPA is justified. 

(a) (b) 

(a) (b) 
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(a)HPAoutputwithoutpredistorter(b)HPAoutput withpredistorter. 
 

Fig. 7.Constellation of 16-QAM System. 

4. CONCLUSION 

This article presents a MOE based neural network method for modeling the memorylessSaleh behavioral model and also a 
predistorter for linearizing the non-linearity introduced by the Saleh model. The modeling results of our method has an 
excellent level of similarities with a high level of MSE and a small number of neurons, i.e., six neurons each for AM-to-AM 
and AM-to-PM conversion characteristic of Saleh model and inverse AM-to-AM characteristic of Saleh model. Log-Likelihood 
vs. Iterations results show that it requiresalesser number of iterations which indicates the reported method has a high speed for 
convergence.Thepredistorter based result is clearly showing the linear improvement in the 16-QAM constellation diagram 
using the DPD approach presented in the article. 
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Abstract-The channel estimation is quite mathematically complex process as observed by the researchers throughout the world, in wireless 

communication platform. It is being done for getting the accurate estimate of the channel behavior and impulse response. The combined MIMO-OFDM 

system has brought a drastic change in wireless network for avoiding ISI and increasing capacity link of a channel. In general the Fast Fourier Transform 

(FFT) Tool in place of Discrete Fourier Transform (DFT) has been adopted with the OFDM system for fast and easy computation. However, the problem of 

higher bit error rate was still the matter of concern. To further avoid this problem researcher’s has adopted a better method by utilizing the combined 

MIMO-OFDM system with Wavelet Transform Tool for improving BER performance of the system. This paper basically analyzes 5×5 wavelet based MIMO-

OFDM system which has been taken in order to analyze the system performance for higher count of transmitter/receiver compared to conventional 

systems (i.e. 2×2). The results have been discussed by using BER versus SNR graph. The simulation results, have the DWT based MIMO-OFDM system with 

channel coding which has demonstrated improved BER performance than the DWT based MIMO-OFDM system without  channel coding against 

interference and noise. Also, the throughput comparison performance of system with different code rates has been demonstrated in the paper which 

helps to understand the relation between the SNR range, throughput and different modulation scheme for the system. The channel capacity for different 

transceiver systems by utilizing the water filling algorithm has been demonstrated, that shows, larger the count of transmitter and receiver, greater will 

be the capacity of channel to carry the information bits. 

Keywords: Multiple-Input Multiple-Output (MIMO), Orthogonal Frequency Division Multiplexing (OFDM), Bit Error Rate (BER), Inter Symbol Interference 

(ISI), Cyclic Prefix (CP), Continuous Wavelet Transform (CWT), Discrete wavelet Transform (DWT). 

I-INTRODUCTION 

Wireless communication is a term that allows all the procedures and form of connecting and communicating between the several networks wirelessly. The 

main objective of this technology is to provide larger area coverage, high quality data rates services and better spectral efficiency, but the wireless network is 

adversely affected by the multipath interference. To attain the high performance and robustness in our communication system, the channel estimation 

scheme is required2. The impulse response of the channel will help in knowing the important information for designing and planning of wireless systems1.This 

paper considers Least Square channel estimation method which is a training sequence based channel estimation technique. 

 In order to eliminate the ISI effect, OFDM is being used. It is a combination of multiplexing and modulation both. It divides the available spectrum 

into multiple sub channels and converts the frequency selective channel to multiple flat fading channels for higher data transmission rate. Because of this, the 

symbol duration get larger than the delay spread of the channel, which helps to handle ISI. OFDM digital implementation is possible by using mathematical 

tool called as FFT and IFFT. Cyclic prefix is like a guard interval which is inserted in OFDM symbol in order to avoid further the ISI problem, but has drawback 

of decrease in the spectral efficiency and high power consumption5.To create multi-dimensional wireless communication system, MIMO has been considered, 

a multiple antenna system with an efficient spatial diversity technique which enhances the multipath propagation in order to increase range, capacity and 

reliability of wireless communication system7.  

 In the proposed work, 5×5 DWT based MIMO-OFDM system in AWGN channel has been considered for observing the performance of system with 

higher count of transmitter and receiver against the noise and interference. In the literature, the 2×2 system was considered to be the conventional by the 

researchers. In this paper, the least square channel estimation has been adopted to estimate the channel parameters as it is supposed to be better in 

computing channel coefficients for higher number of transmitter/receiver. In this paper, MIMO-OFDM systems is considered in which the FFT and IFFT tool in 

OFDM system get replaced with DWT and IDWT respectively, in order to attain much higher spectral efficiency than the conventional one. The introduction 

section of this paper includes the literature Survey also, which demonstrates existing FFT-OFDM system. Further in section II the proposed model DWT-OFDM 

system with MIMO is shown. The DWT- OFDM system is more robust against multipath fading effects andinterference as compared to FFT based OFDM 

systems [5]. In section III and IV the effect of CP on spectral efficiency of system and the LS channel estimation technique has been discussed respectively. At 

last in section V and VI the results based on MATLAB simulation have shown and the conclusion is drawn based on the computed results. 

 The MIMO-OFDM system proves to be more efficient than the other proposed systems. The MIMO block focuses on sending signals of multiple users 

at a time by using same channel bandwidth. The problem of ISI (Inter Symbol Interference) is resolved with the help of OFDM part and available spectrum is 

being utilized efficiently by multiple users with the help of MIMO system3 .During transmission, the multipath propagation is perceived as interference, 

degrading a receiver’s ability to recover the transmitted signal, however the MIMO system utilizes this disability to increase throughput and reliability of 

system4. It allows multiple users in a single channel to work parallely. The MIMO system spreads the same total power over different antennas to achieve 

higher array gain which helps to improve the spectral efficiency4. 

 

  Channel Estimation of DWT based MIMO-OFDM System in Wireless Communication 
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To achieve the required bit rate, OFDM multicarrier transmission systems has been adopted, as it follows the basic principle of orthogonality to avoid 

ISI and ICI, in which the subcarriers are spaced closely in frequency domain without interfering to each other. Previously, multiple sinusoidal generators were 

used to generate these orthogonal sub-carriers, because of which the OFDM system has large and complex structure. To avoid this complexity, researchers 

started using DFT instead of sinusoidal generators for getting the sub-carrier. Further, researcher adopted new mathematical tool FFT instead of DFT, as FFT 

based OFDM structure has less computational complexity. The basic idea behind this is to transmit the each single information stream onto the separate 

carrier parallelly. It allows transmission of multiple information streams at a time without interference of each other in a lesser bandwidth.  

 

To generate the OFDM signal, first consider the spectrum required by the input data and the modulation scheme which is used for symbol mapping. 

The bit stream of input signal is encoded, where the redundant bits are added for security and reliability reason. These encoded bits are passed through serial 

to parallel buffer stage so that it divides the single stream information into multiple sub-streams. Further this parallel binary generated data is mapped and 

converted into waveform pattern by the help of modulation scheme (BPSK, QPSK, QAM). This is done to easily load that data onto analog carrier and to easily 

identify the error pattern by the help of constellation diagram. The phase and amplitude of carrier is being decided with the help of modulation scheme. Each 

sub stream is being modulated onto a subcarrier by IFFT operation.  

 

The problem of ISI occurs when the transmitted symbol interferes with itself and receivers do not decode the transmitted signal correctly. To resolve 

this issue, symbols are padded with guard interval named as cyclic prefix, which acts a buffer region to save the transmitted OFDM symbol from ISI5. This 

cyclic prefix transforms the linearly Convolutional channel to cyclic Convolutional channel. The OFDM transmitter and receiver can be seen in fig.1. The signal 

is passed through AWGN/Rayleigh channel and received at receiver end. In order to reconstruct signal back, there is removal of cyclic extension, which 

converts the received symbol parallelly again by serial to parallel buffer and demodulate it by using FFT tool .Equation for IFFT 

         x(n) =
1

𝑁
∑ 𝑋(𝑙)𝑒𝑖∗2∗𝑝𝑖∗𝑙∗ 𝑛/𝑁𝑁−1

𝑙=0
                     (1)       

   Equation of FFT is 

                                                                                                X(l) = ∑ x(n)𝑒−𝑖∗2∗𝑝𝑖∗𝑙∗𝑛/𝑁𝑁−1

𝑘=0
                                         (2) 

Here, N denotes the total number of sub-carrier, and l denotes the lth sub-carrier on which the data is being loaded. 

II-DWT BASED MIMO-OFDM SYSTEM 

In the proposed system the basic principle of DWT-MIMO-OFDM system has taken into consideration, in which the IDWT tool is used for modulation and 

DWT tool is used for demodulation.  It is an additional approach to study signal in both time and frequency domain4.  The wavelet transform is more 

preferred tool over Fourier transform as it has better frequency and time localization. It has been considered better for the study of non-stationary signals. 

They both satisfy the rule of orthogonality and used as a carrier in OFDM system.  Wavelet basically means a small (finite length) oscillatory wave with 

amplitude that starts at zero, increases, and again settles down to zero. The wavelet transform is a mathematical tool used to give time-frequency 

representation of signal6. It helps to analyze at what interval of time, the signal has that frequency component.  Generally, it has categorized into two formats 

one is continuous wavelet transform (CWT) and other one is discrete wavelet transform (DWT). DWT does not mean evaluation of signal is being done in 

discrete domain, whereas it symbolizes the evaluation of signal is being taken in continuous domain with the discretization of scaling and translational 

parameters. The CWT tool is being avoided in OFDM as it evaluates the coefficients on each scale causing numerous unwanted coefficients to represent the 

signal, which increases the redundancy and complexity at receiver side. 

  The wavelet basis function is given by6 

                W(s,τ)=(1/√𝑠 ) ᴪ((t-τ)/s)               (3) 

It dilates, translates and scaled the mother wavelet ᴪ(t)6. Here, s is a scaling parameter decides the width of the wavelet and τ is the translating parameter 

decides the duration of the wavelet. The above equation is representation of continuous wavelet transform (CWT) basis function. For discrete wavelet 

transform (DWT) the researchers has derived the basis function by the help of CWT, by putting some specified value, which evaluates the coefficient for 

representing the signal at some specific scale. It follows the Heisenberg uncertainty principle which states that one cannot know what spectral component 

can exists at what instances of time, we can only have the information about the time interval in which certain band of frequency exists.  

DWT mainly decompose the signal into a set of mutually orthogonal wavelet basis functions and has filters of different cutoff frequencies which is used to 

analyze the signals at different scales9. The signal is decomposed into successive bands from which one is passed through low pass filter and other one is 

passed through high pass filter repeatedly5.  The low passed one produces approximation that is eliminating the high frequency component, leaving out the 

details and considering only approximate part of signal so they are called as approximate coefficients. The signal which is passed through a high pass filter is 

used to analyze the high frequencies generating the detail coefficient leaving out the approximate part of signal by considering the detailed one only. Each 

level gives the detailed and approximated coefficients, till the further decomposition of signal is not possible. Fig.2 represents the basic DWT/IDWT structure 

and fig.3.shows the three level decomposition of signal having a series of low pass and high pass filter. 
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Equation for IDWT of X(K) is given by12 

                                (𝑥(𝑛)) = ∑∞
𝑚=−∞ ∑ X(m, k)2𝑚/2ᴪ(2𝑚∞

𝑘=−∞
𝑛 − 𝑘)         (4) 

 Equation for DWT of x(n) is given by11 

                   X(m,k)= ∑n x(n)2m/2 ᴪ(2mn-k)                                (5) 

The scale is changed by up-sampling and down-sampling (sub-sampling) operations. It reduces some sample of the signal. ᴪ(m,k) is mother wavelet function, 

m represents the translation scale. Fig.4 shows the transmitter/receiver structure for DWT-MIMO-OFDM system. The input bits are first taken by encoder to 

encode bit stream with a particular code rate. Then the encoded stream is sent to modulator for converting the input binary stream to waveform pattern. 

Again the symbol is passed through the Serial to parallel buffer for further transmission. The symbol gets loaded to M-band wavelet carrier by the help of 

IDWT tool. These symbols are transmitted through the channel and get demodulated by using DWT tool at receiver end.  

IIII-CYCLIC PREFIX 

Due to signal propagation phenomena, such as reflection, diffraction or say multipath, a receiver can receives several delayed versions of same signal. At the 

receiver all these multipath components are summed and multiple symbols being received simultaneously overlap with each other called as ISI. If the 

bandwidth of the transmitted signal is very large compared to the bandwidth of channel, then there will be effect of interference in the symbol. But if the 

symbol length gets increase (or can say bandwidth of transmitted symbol get decreases) then the effect of ISI can be mitigated. In order to increase the 

symbol length, the copy of last part of symbol is being inserted at initial point of symbol as shown in fig.5 below. The receiver can identify the end points of 

each symbol and correctly correlates the information and helps to eliminate the ISI.           

 Ncp denotes the length of the cyclic prefix, Nfft is the IFFT window length and N show the number of sub carriers. It compensates for ICI and ISI but it 

consumes a considerable amount of spectrum and power8. Assuming the channel having maximum delay of m, insert cyclic prefix of duration n greater than 

channel impulse response m. It consumes large transmissionenergy and cause a loss in data rate of 

                
Cyclic prefix(n)×100%

    Cyclic prefix (n)+Number of subcarrier(N)
                        (6) 

It reduces spectral efficiency and data rates because it does not contain any information8.As, increase in length of symbol further to overcome ISI, it reduces 

the overall power efficiency and disperses the transmitter energy results in loss of SNR which is given by 

 

                     −10 log10

(Total OFDM Symbol length−Cyclic Prefix length)

Total OFDM symbol length                           (7) 

The waveform being used in wavelet transform are longer than the normal transform duration, because of which DWT-OFDM symbols overlap in time 

domain and gives better frequency localization9. In result it does not require cyclic prefix to extend the symbol duration in order to mitigate ISI. Also, FFT-

OFDM symbols are passed through rectangular shape of window generating larger side lobes, this is avoids in case of DWT-OFDM. Moreover, it reduces the 

complexity of system from FFTs O(Nlog2N) to O(N)10.The DWT-OFDM not only saves the bandwidth by not adding CP to OFDM symbol but also saves the 

transmission power and enhances the capacity of system. 

    IV-CHANNEL ESTIMATION 

Channel estimation is a mathematical estimation of what is exactly happening in environment. It allows receiver to approximate and measure the effect of 

channel on signal, so that ISI and noise can be removed from it13. In proposed model pilot sequence based channel estimation called as Least Square Channel 

estimation technique has been considered. In this a reference carrier named as pilot symbol is known at receiver end in terms of position or pattern and used 

for channel estimation. The transmitted and received signal is represented in vector and matrix form for the ease of evaluation. For any lth subcarrier, the 

received vector can be represented as 

                                                   Y(l)=X(l)H(l)+W(l)                          (8) 

H(l) represents the channel coefficient across lth subcarrier  and X(l) represents the symbol loaded onto lth subcarrier.For N subcarrier after rearrangement, the 

received signal in matrix form can be represented as    

                                             [

𝑌(0)

    ׃

𝑌(𝑁)

] = [
𝑋(0)       0    0 ⋯ 0

 0       𝑋(1) ⋱ ⋮
 0         0     ⋯ 𝑋(𝑁)

]×[

𝐻(0)

׃

𝐻(𝑁)

]+[

𝑊(0)

׃

𝑊(𝑁)

]                            (9) 

Y is N×1 receiver pilot output matrix in subcarrier domain, X is N×N diagonal invertible matrix whereas W is a N×1 noise matrix in sub carrier domain. 

Estimate of coefficient on lth subcarrier is given by 

                                                           Ĥ = X-1Y                                                (10) 

Where X-1 is the pseudo-inverse of X and is given by 
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                              [

1

𝑋(0)
   0    0 ⋯ 0

0      0 ⋮ ⋱ 0

0      0   . .
1

𝑋(𝑁)

]                                                 (11) 

So, by above discussion FFT of channel coefficients has been found. In order to find the channel taps estimate take IFFT of the estimate of subcarrier 

coefficient. 

               Ĥ =Y(l)/X(l)                                 (12)                                  

   

V-SIMULATION RESULTS 

In this paper, DWT based MIMO-OFDM system performance has been measured in SNR verses BER graph. The required simulation parameters are shown in 

table-1 and their performance is being compared in fig.6 and fig.7. As fig.6 and fig.7 shows inverse relation in SNR and BER, on increase of SNR the noise 

content in signal decreases and the probability of occurring error also decreases. In fig.6 the five transmitter and five receiver antennas perform this 

communication process without channel coding resulting in increase in BER as increase of order of modulation scheme. QPSK has lowest BER compared to 

16-QAM and 64-QAM, which also matches to the theoretical reason of sending lesser bits at a time results in lower tendency of occurring error. 

Fig.7 shows performance and comparison of system with Convolutional coding with two different rate and modulation scheme. It is said to be Convolutional 

encoder as it performs a Convolutional of input streams with encoder impulse response. As, channel codes adds redundancy to the codes provide protection 

to the information bits which enhanced the BER performance of signal. The BER performance of QPSK, 16-QAM, 64-QAM with code rate of ½ and ¾ follows 

the same order for occurrence of error as shown in fig.7. As, for lower code rate means higher the number of bits for data error detection and correction 

process, so performance of the system enhances but have less bandwidth efficiency. For higher code rate and order of modulation of system greater will be 

the rate of occurrence of error, so 64-QAM with code rate ¾ has the higher probability of error.  

Table-2 refers for the comparison among considered conventional system (2×2) and the proposed system (5×5). The results show that as the number of 

transmitter and receiver increases then the performance of system gets degraded. For proposed system, BER has increased compared to the conventional 

one. Major effect on system can be seen for lower SNR values, as the noise content in signal is higher, chances of occurring error is high for any system. As, 

on increase in transmitting antennas, it results in transmission of more bits for multiple user (by using MIMO scheme) independently causes more possibility 

of occurring errors, which can be seen in simulation results.  

       Throughput is an important indicator of performance and quality of network connection. It is the rate of successful message transmission over a 

communication channel. Fig.9 shows the throughput performance of system with different code rate and modulation schemes. It indicates that higher the 

code rate and order of modulation scheme better will be the throughput performance of system. Theoretically it is being measured with the Shannon 

formula. At the lesser value of SNR system did not performed well but as SNR got improved the rate of successful transmission of data enhances resulting in 

good throughput performance of system. After a certain range of SNR, the performance of the system gets constant.  

Fig.8 represents the average capacity of a MIMO system for different number of transmitter/receiver antenna. Further, the capacity versus SNR graph has 

been shown for the analysis. As, the number of transmitter/receiver increases, capacity to carry more information (bits) also increases. Hence, there is proper 

channel utilization. This paper includes the water filling algorithm for allocating the optimal transmitting power for independent multiple parallel channels, 

computing the capacity of the MIMO channel for a given noise power of 10-4 watt and SNR range of -10 dB to 20 dB. As, the SNR range of -10 dB to 50 dB is 

considered suitable for voice and wireless network, that’s why this paper includes the above stated SNR range. The 3×2 and 2×3 diversity scheme has almost 

same capacity for carrying information however, 4×4 has the maximum one. The total capacity for a MIMO channel is given by Shannon channel capacity 

theorem    

                                                                 ∑𝑖=1
𝑡 Log2(1 + 𝑃𝑖 𝜎𝑖

2/𝜎𝑛
2 ) 𝑏𝑖𝑡𝑠/𝑠/𝐻𝑧               (13) 

Here t is the number of transmitting antenna 𝜎𝑖
2 is gain of ith stream of channel obtained by the singular value decomposition of channel matrix, 𝜎𝑛

2 is power 

of noise present in the channel and 𝑃𝑖 denotes the transmitted power of the ith signal. Here, Pi is calculated by water filling algorithm, where  

  P1 + P2 + P3 ………… Pt < Ptotal      (14) 

   and Pi is  (1/ƛ - 𝜎n
2 / 𝜎i

2  ), here ƛ is Lagrange’s multiplier. 

VI-CONCLUSION 

The transmission rate of DWT-MIMO-OFDM system gets improved by the dynamic adjustment of radio transmitter modulation schemes, which ensures the 

higher data throughput and spectral efficiency with higher order of modulation. The primarily defined DWT tool in place of FFT tool helps to avoid insertion of 

cyclic prefix, that leads to bandwidth and power saving of a wireless communication system. The simulation results of the proposed system with and without 

channel coding has been demonstrated showing channel coding helps to detect and correct the errors, causing decrease in BER performance of the system. 

The simulation results for throughput performance of the system with different modulation order/schemes, and code rate shows that there is a trade-off 
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between the BER performance and code rate of system. As, on increase in code rate and  the count of transmitter and receiver there is increase in carrying 

more number of bits through available channel and also in  probability of occurring error. So, by using higher count of transmitter/receiver helps in 

transmitting more information at a time but with a drawback of higher BER. 
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Figure.1 FFT based OFDM transceiver system 
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Figure.2. Decomposition and Reconstruction of signal using DWT and IDWT 

Figure.3. DWT structure 

Figure.4. DWT based OFDM transceiver system 

Figure.5. OFDM symbol for FFT 
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Specification 
DWT-MIMO-OFDM 

system 

Specification(proposed 
model) 

DWT-MIMO-OFDM system 
        Channel Model AWGN channel AWGN channel 

          Modulation QPSK QPSK,16-QAM,64-QAM 

       Diversity Scheme 2×2 5×5 

     Channel estimation
  

Least square Least square 

            Code Rate ½ ½, ¼ 
 

 

 

 

Parameter Specification 
DWT-MIMO-OFDM system 

Channel Model AWGN channel 

Modulation QPSK,16-QAM,64-QAM 

Diversity Scheme 5×5 

Channel estimation Least square 

Number of subcarriers 1024 

Code Rate ½ and ¾ 

     Figure.9. Throughput performance of system with channel   

coding 

 

Figure.6. BER performance of system without channel coding Figure.7. BER performance of system with Convolutional Channel coding 

Figure.8. Average Capacity of a MIMO system for different number of Tx-

Rx antennas. 

 

Table 1:  System specification table 

 

Table-2: DWT-MIMO-OFDM system comparision table        
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Abstract— The number representation is one of the important aspects of arithmetic operations such as 
adders and multipliers can have a lower delay by using an adequate number system. Adders are the 
important circuit for many of the digital signal processing application, not only it is used for addition but 
also function as a filtering component, for multiplexing and also for the division. Thus a circuit 
performance can be evaluated on its base adder and eventually on the number system implemented. 
Increasingly high demands are rising for faster computational performance by lowering the delay and 
using a compact space. This demands a trade-off between computational speed and lesser silicon area. 
Hybrid signed digit adder is a better alternative compared to the traditionally signed digit and redundant 
signed digit number system. In this paper, a comparative analysis is done considering the various adders 
based on the gate delays generated on increasing the bit length. Individual performances are then 
compared with the proposed Hybrid signed digit adder. Carry Save Adder and Carry Skip Adder are also 
been subsumed in this paper. The paper discusses designing an optimum adder which has a proper trade-
off in-between area, speed, and power. 

Keywords— Ripple carry adder, Carry save adder (CSA), Carry Skip Adder, Carry look ahead adder, 
Redundant Signed Digit Adder, Propagation Delay, Hybrid signed Adder. 

 

I. INTRODUCTION  

 
The implementation of the arithmetic algorithms has gone through continuous development for achieving 

the greater computational speed along with a reduction in silicon area and power dissipation19. To accomplish 
this aim choosing a correct number representation scheme plays a trivial role in designing18. Eventually, a 
proper trade-off is required to balance all the requirement in a single design space. Binary digit representation 
is one of the popular number representation systems, shows an interesting result in terms of the trade-off 1. 
Redundant number representation 3 ,4, is an extension to signed digit representation. It provides a faster 
arithmetic operation in a fixed time constraint. Redundant number system finds its application in a various 
digital signaling application such as FFT17, Floating-point addition8 and can be used as a conversion and 
reconversion of number during designing. The basic signed digit number system which is also know as the 
binary signed digit number representation show the positive number with a 0 and the negative number with 
1. But the general signed digit number represent the signed magnitude as well as the unsigned magnitude 
with the help of the number set of {-1,0,1}. By using this representation, the redundancy of the system is 
increases which is the basic principle for the “carry-free” addition adder system. The carry-less propagation 
meaning is that the carry generated in one stage will not transfer to other stage or it can limit to a particular 
length of the word length. This process is very much useful in multi-operand system as it gives the designer a 
faster result compared to the earlier design. The Signed digit number system is basic this type carry-free 
propagation of the adder. The Signed digit number system will limit the carry of the addition to single unit 
place.  
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The design of the adder based on the signed digit number system representation is faster but have higher 
complexity compared to normal design. This make us to propose a dsign which can be comparatively lower in 
complexity front of the design.  The typical RBSD adder performs the carry limited addition in two stages  1). 
Design computation stage, here the intermediate carry along with sum are generated. Both of the positive 
carries as well as negative carries are entertained to through next weighted stage  2). Addition of the 
intermediate stage the output of the prior stage is done in RBSD form without the requirement of carry bit as 
input from the prior stage16. 

The hybrid-redundant number which is a subclass of redundant number systems can be used for optimum 
design of the digit-parallel addition algorithms.               

 The (HSD) number systems described in 5, which is formed by signed as well as unsigned numbers digits 
positioned alternatively to each other. This number system provides a strong alternative to the redundant 
number system for designing point of view. The hybrid signed digit representation had some limitation6,12 
which are mentioned as below: 

 There is a considerable amount of difference in the range which is used for positive and negative 
numbers, which may lead to improper implementation of subtraction algorithm. 

 There is no circuitry used to accelerate the carry propagation in HSD. This absence of the circuitry is 
due to the fact that HSD doesn’t use a standard adder cell in its circuitry.  

 HSD doesn’t have the symmetric approach to the designing due to which it’s designing is complex to 
implement. 

A comparative analysis is obtained for the various adder having the different number representation. The 
analysis is basically done on terms of delay during the computational time of the adders and also on the 
complexity on designing they show during the designing process. The initial section i.e. the second section 
describes about the redundant number system a prime focus is given to the RBSD representation and the 
conversion and reconversion of the RBSD to and from the binary representation in also evaluated in tabular 
format. The third section of the paper gives the basic ideas about the different adders used in the paper and 
advantages along with the disadvantages the bring to the table. Finally in the fourth section discussion is 
made about the proposed HSD adder. A a basic algorithm of HSD adder is described in detail. The later section 
of the paper shows the detailed results and comparative analysis obtained about these adders circuits. The 
conclusion section conclude this paper with the future scope of the paper that is the implementation of the 
carry-save adder in HSD to further enhance the scope of  the HSD adder.   

The RBSD adder shows a better result when compared to the SD adder as the latter shows ineffective in 
dealing with the redundancy produced by the adder during the carry less addition. Thus the RBSD comes 
handy and over comes this short coming of the SD adder but this luxury is achieved on the cost of area and 
complexity. A HSD adder which shows a slightly lower result compared to the RBSD adder have the simplicity 
of the SD adder and the redundancy handling capacity of the RBSD adder, thus showing a optimum results as 
having the best of the both world. 

II. FUNDAMENTAL OF REDUNDANT SIGNED DIGIT NUMBER  

Redundant binary signed number system (RBSD) which uses radix-2 representation, by using (-1, 0, 
1) to represent any number. The radix-2 representation can express any number in more than one form, this 
property of radix-2 is exploited by RBSD representation6. The RBSD representation has found its application 
in the various field especially in digital signal processing and also while performing the normal arithmetic 
operation in computer-oriented programming. The basic model of RBSD was suggested by Robertson in 1959 
and again by Avizienis in 19613. The arithmetic operation performed using RBSD have a faster computational 
time as there is a concept of “carry-free”. 
 
The Signed digit(SD) system is a  symmetric number system and assumed to have the values from [i= 
−α,....,−1,0,1,....,β] having the algebraic values[13].  
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The value of r and x’ can be chosen so that the preceding conditions should be contented. That is: 

• The ‘r’ radix should be a positive integer.  

• The algebraic value of Xv when equal to 0 must have a distinctive representation.  

• A complete parallel addition, as well as the subtraction, should be obtained for all the digit in the two’s 

complement representation form. 

 

The α must have the maximum values that are in the range of   [r – 1)/2] ≤ α ≤ r – 1[10]. For getting the least 

redundancy, the highest value of α should be α = [r/2]. If the value of r = 2, this representation of the 

number is called an RBSD number system15. Considering that the RBSD is better in comparison to the Binary 

Signed Digit there is a requirement to understand the conversion of these two number system to explore the 

dependency they have on each other 

A. Conversation of Binary digit to RBS digit: 

 
The procedure to convert Binary to RBSD is done: Firstly decimal number 12 is converted into binary. The 

obtained value is 1100. Now, this binary digit representation is converted to RBSD as follow15. 

 The first digit namely xi can be written in the digit position as (0,1,2,3). 

 The borrow function will generate the digit Bi which was denoted in the one’s digit position. Bi is the 

left shifted resultant of the xi. 

 Generation of Di is done just by changing the 1’s in xi  to . Here  is -1. 

The RBSD zi is obtained by adding the Bi & Di. 

 

B. Conversion from RBS digit to binary digit: 

Assuming ‘z`i’ is  represented in RBSD form and ‘xi’ is represented in binary digit then[16] From table 

 

                                                                    (2)                                                                                           

Where, 

  =only for the positive digits are changed to 1                         =only for the negative digits are changed to  

 

III. ADDER BASIC BACKGROUND 

The wide range of the multi-bit adders is compared with the typical RBSD and proposed HSD adders. 
A comparative analysis is obtained for the same in this paper. The timing reports gives the delay of the 
computation time produced by each of these adders. Eventually leading us to an optimum adder design that 
is the HSD adder. 

A. Ripple Carry Adder 

 
 A single FA(full adder) can perform the arithmetic addition  of the two one-bit inputs while 
performing addition for multi-bit inputs there is a need of carries to flow from one full adder to others. This 
flow of carries resembles a ripple kind form thus coined the term Ripple carry adder. RCA is a group of 
multiple FA which are in cascaded form and are connected in series with each other16. The output carry of 
the single-stage is made to propagated to the preceding  stage’s as a input carry to them and then the 
addition is performed accordingly. 
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The disadvantage of RCA: 

 For performing the N bits of addition, there is a requirement for N full adder blocks. Thus on 
increasing the input bits, the power consumption will also increase, bits and power dissipation have 
a linear dependency in RCA. 

 As output carries from one stage need to propagate to the next block, so the delays increases. Thus 
the delay has a linear dependency on the number of bits. 
 

Maximum delay that could occur for an N-gate RCA can be calculated as 
                                         (3)                                               
                                                                                                                              
then total maximum delay of RCA is : 
 
                                                     (4) 
 

=Is the total delay of the RCA.  
= Is the delay time due to carry. 
= Is the delay time due to sum. 

It is observed that delay is mostly due to the time involvement in carry propagation. The delay for RCA is 
O(n). Here n denotes the number of bits . 
 

B. Carry Look Ahead Adder 

 
The carry look ahead adder circuit generate carries parallelly in time. Thus due to this parallel generation 

of carry bits, there is a requirement for an extra circuitry16. A CLA  needs more area and power due to the 
parallel carry generation. In the carry look ahead adder the circuit when the two bits are provided the circuit 
will preprocess whether the result that will be obtained after the addition will be a carry or not. This 
preprocessing done by the adder limits the time required by the circuit for computation. 

 
From the figure 2 it is clear that due to the simultaneous generation of the carry, the carry of the system 

is minimized and this delay is almost equal to no delay in receiving the carry from the previous stage. This 
property of the CLA enables the system to faster computation and also the inherent quality of reversible 
logic based circuits make the CLA a favorable choice for the designer. 

 Let’s assume that the Gi be generating the function(i.e. generation of the carries) and Pi be the 
propagating function(i.e. propagation of the carries). 

 
Both of these function can be described as below equations: 

                                                                                                (5)   
                                                                                                                                                                    
                                                                                                                  (6)    
                                                                                                                  
The equation (5)describe about the Carry equation of the Carry look ahead adder 
  
                                                                  (7) 
           
The adder sum is described in the below equation: 
                                                                             (8) 
From the equations (5),(6) we can observe that the sum is independent of the carry. Thus we can make the 
circuit a carry-free propagation circuit by generating all the carry at the same time. The carry generation can 
be summed for the n bits of the carry is: 
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                                                                      (9)  
 
 

C. Carry Select Adder 

 
 Carry Select Adder(CSA) is similar to RLA the difference lies on designing,  the carry of the system is 

selected prior thus the delay generated due to the propagation from one stage to other is nullified. In CSA 
the carry gets repeatedly and simultaneously set and reset (i.e. selected as 0 and 1). The result of the 
selected carries and the result of the output carries are feed as inputs to a multiplexer circuitry and 
eventually, the designer gets a single weighted output at the output terminal. So, no delay in waiting for the 
previous stage output carry to perform the addition in the present stage2. 

 
 The MUX generate the output equations for sum and carry. The resultant sum function is: 
 
 If carry equal to 1 then          
                                                                                                                    (10) 
 
 If carry equal to 0 then     
                                                                                                                                (11) 
 
 

D. Carry Save Adder 

 
The multiplication operation requires to add multiple summands, the technique of adding these 

summands is referred to as CSA. A CSA is redundant signed digit adder and it is similar to RCA the only 
difference is that  Carry save adder doesn’t propagate the carry through stage rather store the carries and 
later calculate it.   
 
The addition operation of  the three N-bit numbers : 

 The addition of A and B will produce an intermediate sum U. This intermediate sum will add with C 
and generate the output Z(output of the First stage). A vector function generates the intermediate 
sum bit. This vector function also saves the carry of the present stage.  

 At the later step of the computation, the sum and carry are added to produce the output Z which is 
the desired output from the system.  
 

Advantage of Carry Save Adder: 
 

 The sum and carry vector function are generated in a fixed time constraint. Also, the sum and carry 
are available parallelly which means that the delay time can be minimized using CSA. 

 Carry Save Adder use N numbers of full adder blocks that will generate sum and carry individually. 
The entire sum of the circuit can be calculated after getting the prior output(intermediate outputs) 
shifted to the left by one bit. 
 
 

E. Carry SKip Adder 

 
 The carry skip adder that is also called as the carry-bypass adder, is an improvement to RCA. The 
CSKA uses a RCA with carry bypass path(this bypass path provide the skip logic). The whole architectural bits 
are divided into K even numbers of the stages. Every Ki stage has a carry bypassing path which will forward 
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the input carry to the next stage(Ki+1) stage. When the binary input bits are in favorable form they can be 
rippled down to K i+1 

th  stage by using the bypass path. The skipping algorithm of CSKA is done by bailing out 
a group of consecutive adder stages one at a time to reduces the carry propagation time 9. 

IV. PROPOSED HYBRID SIGNED DIGIT ADDER 

 
Hybrid signed digit system representation is similar to the partial RS systems representation 

weighting radix-2 number systems. The HSD representation holds some redundant radix-2 positions, but 
maximumly nonredundant positions. The HSD representation has advantage compare to other 
representation as it limits the carry flow(propagation) chain to fixed-length(i.e. it can limit the carry 
propagation up to (d+1)th position here d will be the longest distance separating two adjacent digits) 11. 
 
The HSD adder can select carry for the propagation and can consider any value among {-1,1,0} this is similar 
to the signed digit number system. This pre-selection of the carry bits helps HSD adder to reduce the carry 
propagation chain to (d+1)th  position15. HSD adder which is also used to implement the multiplier block of 
HSD multiplier, the basic idea behind is to multiple two HSD digits is done by shifting the digits left and then 
add them using the HSD adder. 
 
Algorithm for HSD adder: 
The HSD addition can be considered as  for the radix-2b(for HSD and SD 
representation).Considering   and  as the signed digits numbers and  and  as the unsigned 
position digits. The signed position digit will generate the intermediate sum when   and are provided as 
inputs. Below is the consideration to be taken for the intermediate sum and carry generation in HSD 
addition15 

 

 When   =  = 1 , then intermediate sum equal to 0 and intermediate carry equal to 1. 

 When   and  are non-negative number and only one input of  and  is non zero, 
then intermediate sum equal to   and intermediate carry equal to 1. 

 When   =  = 0 , 
then intermediate sum equal to 0 and intermediate carry equal to 0. 

 When at least one inputs   and  is non-negative and  and  are also nn-negative, 
then intermediate sum equal to   and intermediate carry equal to 1. 

 When both input   and  is non-negative, 
then intermediate sum equal to   and intermediate carry equal to 0. 

V. EVALUATION AND SIMULATED RESULTS 

The analysis is done based on gate delay of each adder. Through the analysis we observed that on varying 
number of bits, the delay of RCA is increases but, this behavior is limited on terms of area used and output 
power received. The delay of the RCA is 20ns for a 4 bit addition. In the figure 7 we sees that the output at 
500 nanosecond is 4A which means the one’s digit give A(9+1=10~A) and ten’s place give the output 4 which 
on whole is 4A. 
 The Carry look ahead adder have an extra circuitry for parallel addition of the numbers due to which 
area requirement is higher compare to any adder discussed in this paper. A CLA have a 13.5 nanoseconds of 
delay compare to Carry save adder which have a delay of 16.74 nanoseconds but, as the bit increases the 
complexity of the design increases and thus the delay to the adder increases for a 32 bit CLA adder have a 
delay of 35.02 nanoseconds. From the figure 8 we observed that the carry input firstly initiated at 200ns, 
then at 600ns and again at 800ns and the output carry generated at 700ns. 
 From figure 9 the carry save adder which resembles the RSBD adder have a gate delay of 18ns the 
gate delay is keep on increasing as the carry storing and separate evaluation of the carry take area that is 
greater than the RCA adder but less than that of the CLA. From the waveform we can observe that the carry 
ship adder which shows a improved result than the RCA by providing a bypassing path to the carry. The CSK 
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due to this skipping carry algorithm lowers it area requirement to 30% compare the CSA circuit. Also the 
skipping algorithm provide a faster computational timing to the circuit. A 4bit CSK adder have a 16ns gate 
delay which make this adder faster among every other adder used in this paper. The high computational 
speed comes on the cost of the complexity. As CSK adder acquire 57% more area than RCA adder. From 
figure 10 observation can be made that the carry gets high only on 200ns and 600ns and the output 1 (for 
inputs C and 5) shows that resultant is 17(i.e. 10001). 
 
A HSD adder shows result which better suits to designer. HSD adder have a higher delay compared to CSk 
adder but much less than RBSD adder which is traditionally used for addition. Table 4 shows a comparative 
analysis of the adders and from there a observation can be made that a 4 bit HSD adder required only 15.02 
ns of delay which is lesser than most the adder used in the paper. 
 
The above observations can understand more prominently by the tabulation method. Figure 10 describe the 
delay behavior of the CLA in comparison with the RBSD adder it is quite obvious that the RBSD adder provide 
a more faster computation than the CLA adder. 
 
From figure 12 an observation can be made that HSD adder provides a better result in terms of gate delay 
when number of the bits are increasing. 

VI. CONCLUSION 

HSD adder is an integration of signed and unsigned bits which are placed in an alternative behavior, due to 
this hybrid nature, the HSD representation enjoys the benefits of both simplicity in addition and carry-free 
propagation. HSD adder shows a proper trade-off between the cost, area and computational timing which is 
the requirement of the modern technologies in VLSI industry. The HSD adder can introduce a CSA to it’s 
benefits to get the optimum adder design in terms of computational timing, area and power. The HSD adder 
algorithm can be further explore to get the optimum HSD multiplier design which is a key component in 
digital image and signal processing. 
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Table 1: Conversion table from Binary digit to RBS digit. 

 

Digital Position  4     3     2     1    0 

X=(12)16 =(1100)2      1    1     0     0 

          (Di)2            0     0 

         (Bi)2 1     1    0     0  

RBSD Zi=(Di)2+(Bi)2 1     0      0     0 

 
Table 2: Conversion table from RBS digit to Binary digit 
 

 =(143)RSD 1  0 0 1 0 0 0  

 1 0 0 0 1 0 0 0 0 

         0 1 0 0 0 0 0 0 1 

    x=(143)2 0 1 0 0 0 1 1 1 1 

 
Figure 1. Ripple carry adder for 4 bit input and sum S and carry Cin and Cout. 
 

 
 
 
 
 
 
 
 
 
 
 

 
Figure 2. Carry Look Ahead Adder with multi-bit input taking C0 as input carry and generating sum and carry 

accordingly. 
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Figure 3. Carry Select Adder with 4 bit input with 0/1 Cin as input carry and Cout as output carry. 

  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 4. Carry save adder with 3 bit input with carry provided prior the generation stage.  
    
 
 
 
 
 
 
 
 
 
 
 
Figure 5. Carry skip adder for 8 bit input 
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Figure 6. HSD adder for mi  and ni   addition. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 7. Waveform of Ripple carry adder which shows how the addition is performed in respect to the 
addition of the two number. 

 
 

 
 

 
 
 
 
 
Figure 8. Waveform of Carry look ahead adder the output shows a less delay of the gates. 
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Figure 9. Waveform of Carry Save adder which shows how the addition is performed in respect to the 
addition 

 

  
 
 

Figure 10. Waveform for Carry skip adder the output was simulated for 700ns and carry is observed. 
 

 
 

Table 3. Observation table to analyze the delay performance of the CLA and RBSD adder for different 
number of the bits 

 
 

No. of Bits Delay evaluated based on the gate count 
 

CLA RBSD 

4  bits 13.5 16.74 

8 bits 19.80 16.74 

16 bits 25.02 16.80 

32 bits 35.02 16.80 

 
Figure 11. Graphical representation of the CLA adder in comparison with the RBSD adder is made for 4 bits 
to 32 bits. 
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Table 4. Observation table for the delay performance analysis of the various adders for different number of 
the bits. 
 

No. of bits  Delay evaluated based on the gate count 
 

   SD RBSD RCA CSKA CSA HSD 

4 bits 20 16.74 20 16 18 15.02 

8 bits 24 16.74 35            29 20 15.02 

      16bit 24.21 16.80 64 50 40 15.02 

32 bit 24.25 16.80 136 120 75 15.02 

 
 

Figure 12. Graphical representation of adders in comparison with the gate delay produced for 4 bits to 32 
bits 
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Design of Minimum Correlated, Maximal Clique 

Sets of One-Dimensional Uni-polar (Optical) 

Orthogonal Codes 
 

R. C. S. Chauhan1, MIEEE, Y. N. Singh2, SMIEEE, R. Asthana3, SMIEEE 

 
Abstract: — This paper proposes an algorithm to search a family of multiple sets of minimum 

correlated one dimensional uni-polar (optical) orthogonal codes (1-DUOC) or optical orthogonal codes 

(OOC) with fixed as well as variable code parameters. The cardinality of each set is equal to upper 

bound. The codes within a set can be searched for general values of code length ‘n’, code weight ‘w’, 

auto-correlation constraint less than or equal to a , and cross-correlation constraint less than or 

equal to c , such that n w (a , c ) . Each set forms a maximal clique of the codes within given 

range of correlation properties (a , c ) . These one-dimensionaluni-polar orthogonal codes can find 

their application as signature sequences for spectral spreading purpose in incoherent optical code 

division multiple access (CDMA)systems. 

Index Terms: — Auto-correlation constraint, Cross-correlation constraint, One dimensional uni-polar 

orthogonal codes (1-DUOC), Difference of positions representation (DoPR). Extended DoP matrix, 

Maximal clique sets. 

 

1. INTRODUCTION 

TO implement a CDMA system, one need a set of CDMA codes having a desired 

properties. Usually, there exist more than one set of such sets for given parameters. We 

desire to find the algorithm to identify all the sets of minimum correlated orthogonal codes 

[1]-[4]. Similarly, in Optical CDMA multiple sets of minimum correlated one-dimensional 

uni-polar (optical) orthogonal codes with fixed or variable code parameters are required to 

increase the channel capacity [5]-[6] and inherent security. The code parameters for one 

dimensionaluni-polarorthogonalcodesarecodelength‘n’, code weight ‘w’, auto-correlation 

constraint aand cross- correlation constraint c such that nw(a,c).  

 

Various one-dimensional optical orthogonal code design schemes for constant weight have 

been proposed in literature [7]-[13]. These schemes can design single set of optical 

orthogonal codes corresponding to specific values of code parameters (n, w, a ,c ) . The 

sets of 1-DUOC with variable or multi-weight parameter have larger cardinality than that of 

the set with constant code weight parameter [14]. The set of codes with low code weights 

provide poor BER performance, then the set of codes with large code-weights are desirable. 

The set of codes having subsets with different code weight 

parameterscanprovidemultipleQoS(qualityofservice)as per the need [14]-[20]. The sets of 

1-DUOC or OOC with variable or multi code-length parameter can be used for multi- rate 

systems employing OOC [5], [21]-[25]. The 1-DUOC with multi-length and multi-weight 

provide the multi-class set of 1-DUOC with larger cardinality and inherent security [5], 

[26]-[27] for use in multi-rate systems. The general values or unspecified parameters of the 

codes increase the inherent security of the system by decreasing the probability of 

generating same set of signature sequences (pattern) or orthogonal codes [27], unless code 

parameters are known. It can be said that the sets of 1-DUOC or OOC with general and 

variable code parameters are needed for systems incorporating OOC for better performance 

[5],[6]. 
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We have designed the single family of minimum correlated multiple sets for fixed code 

parameters through proposed maximal clique search method. Secondly two or more such 

families can be found for various length and weight parameters. Finally one set from each 

family is searched such that it has minimum correlation with all others. These finally 

searched minimum correlated maximal clique sets of orthogonal codes with multi-length 

and multi-weight parameters even with equal or unequal values of auto- correlation 

constraint and cross-correlation constraint can be put in other family. The auto-correlation 

constraint for the set of codes designed here is never greater than two. The cross- 

correlation constraint for set of codes is always equal to one but this may exceeds to two 

for multiple sets of codes with fixed or variable code parameters representing tradeoff 

between larger cardinality and better BER performances. Each set has maximum number 

of codes which is given by upper bound of the set [28]-[33] such that the codes within 

every set form a maximal clique. In graph theory, a clique is a sub-graph such that each 

pair of nodes in the sub-graph is connected or adjacent. We can represent all codes as 

nodes and a link exist between two nodes if cross-correlation is less than or equal toc . A 

sub-set of codes where each possible pair of codes has a link between them is the clique 

set [47]. 

 

In the next section, the basic properties and characteristics of one dimensional uni-polar 

(optical) orthogonal codes and their multiple maximal clique sets are discussed in brief 

which have been proposed already in [5],[6],[28]-[38]. In section III, the difference of 

position (DoP) representation and extended DoP (EDoP) matrices of the 1-DUOC are 

explored with the help of references [6],[39]-[40]. The section IV describes the method of 

finding maximum non-zero shift auto-correlation and cross-correlation values of 1-DUOC 

through conventional method as well as using EDoP matrices of uni-polar codes. In 

section V, an algorithm to design minimum correlated, maximal clique sets of 1-DUOC 

with constant as well as variable code parameters, have been proposed withthe tabulated 

results and calculation of computational complexity of the algorithm. The last section 

compares the results with already proposed schemes and algorithms for constructing the 

sets of 1-DUOC or optical orthogonal codes (OOC). In the end, future scope and 

applications of the designed codes have beendiscussed. 

 

2. ONEDIMENSIONALUNI-POLARORTHOGONALCODESAND THEIR 

MULTIPLESETS 

Let two uni-polar code words X and Y belong to a code set with code parameters 

(n,w,a,c). 

X(x0,x1,...,xn1),Y(y0,y1,...,yn1);xt,yt(0,1)t. 

Definition 2.1: [28] 

The maximum of non-zero shift auto-correlation of uni-polar or binary code X is given as 

ax [28]. 

λax ≥ ∑ xtxt⊕m
n−1
t=0 for0mn1. 

t m implies (t m) mod(n). 

Example 2.1(a): 

Let the code X with length ‘n’=13 and code weight ‘w’=4, be [0 1 0 1 0 0 1 0 0 0 1 0 0]. 

For 0 m  12, the left circular 
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shifted binary sequences (X1,X2,…,X12) of the code X, are as follows. 
X =  [0 1 0 1 0 0 1 0 0 0 1 00], 

X1=  [1 0 1 0 0 1 0 0 0 1 0 00], 
X2= [0 1 0 0 1 0 0 0 1 0 0 0 1], … , 

X12= [0 0 1 0 1 0 0 1 0 0 0 1 0]. 
The overlapping of weighted bits or non zero shift auto- correlation of code X with its 
circular shifted binary sequences(X1,X2,…X12)  are (0,1,1,2,1,1,1,1,1,1,1,0).   The 
maximumof 

all such  values is termed  as  maximum  non-zero  shift  auto- correlation ax of the code. 
It will be 2 in this case. 

Definition 2.2: [28] 

If XP is weighted positions representation (WPR) [36] of uni- polar orthogonal code X of 

length ‘n’ and weight ‘w’, the maximum non-zero shift auto-correlation ax of the code is 

given as follows. 

ax  (a XP ) (b XP ), (a b), 0  (a,b) n 1. XP contains ‘w’ integer values 

showing weighted positions or positions of bit 1’s of the code X. Here 

a XP {(a xP ) mod n : xP XP}. 
Example 2.2(a): 

Let the uni-polar code X = [1 0 1 0 0 1 0 0 0 1 0 0 0] with code-length ‘n’=13, and the 

code-weight ‘w’=4, has its weighted positions representation XP = (0,2,5,9). The circular 

shifted sequences of the  code  X, or (a+  XP)  or (b+  XP)  for 0 (a,b) 12, are given as 

following. [(0,2,5,9),(1,3,6,10), (2,4,7,11),     (3,5,8,12),     [(0,4,6,9),     (1,5,7,10), 

(2,6,8,11), (3,7,9,12), (0,4,8,10), (1,5,9,11), (2,6,10,12), (0,3,7,11), (1,4,8,12)]. 

The intersection of these circular shifted weighted position sequences (a+XP) with 

(b+XP) is not greater than 2. Hence the maximum non-zero shift auto-correlation 

of the code X is equal to 2. 

Definition 2.3:[6] 

If XP is weighted positions representation [36] of uni-polar orthogonal code X of 

length ‘n’ and weight ‘w’, the maximum non-zero shift auto-correlation ax of 

the code is also given as follows. 

ax (XP ) (a XP ),  (0 a n 1) 

Example 2.3(a): 

Let us take same code X as in examples 2.1(a) and 2.2(a). The intersection of WPR of 

code X, XP = (0,2,5,9) with circular shifted sequences of X or (a+XP) is not greater than 2. 

Hence the maximum non-zero shift auto-correlation X is equal to 2. 

 
Definition 2.4: [28],[38] 

Auto-correlation constraint a for the set of 1-DUOC is always greater than or 

equal to maximum non-zero shift auto- correlation ax of every code within the 

set. aax . 

Example 2.4(a): 

Let the set of one dimensional uni-polar orthogonal codes is (X,Y,Z,A,B).  The  maximum  

non-zero  shiftauto-correlation ax  of  the  codes  X,Y,Z,A,B  are  1,2,1,2,2  

respectively.The auto-correlation constraint afor the set is maximum of (1,2,1,2,2) i.e., a 
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 2. 
Lemma 2.5: [28],[38]  

For code X, the maximum non-zero shift auto-correlation axsatisfy the following relation, 

1 ax w 1, for 1- DUOC with code parameters (n, w  2). 

Proof: In the uni-polar code with w  2 , at least oneweighted bit  will  always  overlap  

with  one  of  the   (n 1)  non-zero circular shifted versions. No uni-polar code with its 

every non- zero circular shifted version results in ' w ' overlapped weighted bits. Because ' 

w ' overlapping weighted bits occurs only with the codes un-shifted or zero (mod (n)) 

circular shifted versions. Then the maximum overlapping of code with its non-zero circular 

shifted versions is less than w i.e. less than   equal   to    (w 1). Hence   for   the   code  

parameters (n, w  2) the values of maximum non-zero shift auto- correlation of the codes 

lies in the range 1 to (w 1). 

Definition 2.6: [28],[38] 

The maximum cross-correlation of a uni-polar code X with another code Y and all the (n 

1) circular shifted versions of code Y is defined as cross-correlation cxy for the pair of 

codes X and Y  [28],[38],andsatisfies 

𝜆𝑐𝑥𝑦 ≥ ∑ xtyt⊕m
𝑛−1
𝑡=0  𝑜𝑟 ∑ ytxt⊕m

𝑛−1
𝑡=0  for 0≤ 𝑚 ≤ 𝑛 − 1 

 
Example 2.6(a): 

Let the code length ‘n’=13, code weight ‘w’=4, the uni-polar 

codeX=[0101001000100]andcodeY=[1101000 001000].Themaximumnon-zeroshiftauto-

correlationof both X and Y is 2. The overlapping of weighted bits of code Y with X and all 

12 circular shifted versions of code X i.e. (X1,X2,…,X12) (as given in example 2.1(a)) are 

(2,0,1,2,1,0,2,1,2,0,2,1,2). The maximum of these cross correlation values is 2 which is the 

cross-correlation for the pair of codes X and Y, i.e. cxy 2 . 

Definition 2.7: [28] 
If XP and YP are weighted positions representation (WPR) [36] ofuni-
polarorthogonalcodeXandYrespectivelywithcode- code-length ‘n’ and weight ‘w’, the 
cross-correlation of the pair of code X and Y is given as follows cxy 

cxy (a XP ) (b YP ), 0  (a,b) n 1. 

Example 2.7(a): 

Let the code length ‘n’=13, code weight ‘w’=4, the uni-polar code X= [1 0 1 0 0 1 0 0 0 1 

0 0 0] and code Y= [1 1 0 1 0 0 0 0 0 1 0 0 0] with its weighted positions representation XP 

= (0,2,5,9) and YP = (0,1,3,9) respectively. The circular shifted sequences of the code X, or 

(a+XP) with its weighted positions are given as following. 

[(0,2,5,9), (1,3,6,10), (2,4,7,11), (3,5,8,12)], (0,4,6,9), (1,5,7,10), (2,6,8,11), (3,7,9,12), 

(0,4,8,10), (1,5,9,11), (2,6,10,12), (0,3,7,11), (1,4,8,12)] 

The circular shifted sequences of the code Y, or (b+Yp) with its weighted positions are 

given asfollowing. 

[(0,1,3,9), (1,2,4,10), (2,3,5,11), (3,4,6,12), (0,4,5,7),(1,5,6,8), (2,6,7,9),    (3,7,8,10),    

(4,8,9,11),    (5,9,10,12), (0,6,10,11), (1,7,11,12), (0,2,8,12)] 

 

The intersection of these circular shifted sequences (a+XP) and (b+YP) with its weighted 

positions is not greater than 2. Hence the cross-correlation cxy 
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Definition 2.8: [6] 
If uni-polar code X and Y of length ‘n’ and weight ‘w’ are represented with its ‘w’ 

weighted positions, the cross- correlation cxyof the code is also given as follows 

cxy ( XP ) (a YP ),(0 a n 1) 

Alternatively 

cxy(YP ) (a XP ),(0 a n 1) 

Example 2.8(a): 

Let the code length be ‘n’=13, code weight ‘w’=4, the uni- polar code X= [1 0 1 0 0 1 0 0 0 

1 0 0 0] and code Y= [1 1 0 1 000001000]withtheirweightedpositionsrepresentation 

XP=(0,2,5,9)andYP=(0,1,3,9)respectively.Thecircular shifted sequences of the code Y, or 

(a+YP) are given as in example 2.7(a), (b). The intersection of code XP and the circular 

shifted sequences (a+YP) with its weighted positions is not greater than 2. Hence the cross-

correlation cxyof the code X and code Y is equal to 2. 

Definition 2.9: [28],[38] 

The cross-correlation constraint c for the set of 1-DUOCs is always greater than or equal 

to cross-correlation cxyof any pair of codes within the set . c cxy;x, y. 
Example 2.9(a): 

Let the set of 1-DUOCs be (X,Y,Z,A,B). The pairs of codes within set are 

(XY,XZ,XA,XB,YZ,YA,YB,ZA,ZB,AB). Let the  cross-correlation   values   for  these  

pairs  of  codes   are (2,1,2,2,1,1,2,1,1,2) respectively. The cross-correlation 

constraint c for the set is maximum of (2,1,2,2,1,1,2,1,1,2), i.e. c  2 for the set of codes 

(X,Y,Z,A,B). 

Lemma 2.10: [28],[38] 

For the pair of 1-DUOC with code- parameters (n, w 2) , X and Y, the cross-correlation 

cxysatisfies the following relation, 1 cxyw1. Proof:  In  a  pair  of  uni-polar  codes   

with   code   parameters (n, w 2) , at least one weighted bit of one uni- polar code  will 

always overlapped  with other code or  one of the  (n 1) non-zero  circular  shifted  versions  

of  othercode. 

Further no uni-polar code will results in ' w ' overlapping of weighted bits with other code or 

non-zero circular shifted versions of other code. Because ' w ' overlapping of weighted bits 

occurs only with its own un-shifted or zero (mod (n)) circular shifted version. Thus the 

maximum overlapping of code with other code or non-zero circular shifted versions of other  

code  may result in less than  w  or less than equal to  (w 1) overlapping.    Hence,     for    

the    code  parameters (n, w 2) , the cross-correlation of the pair of codes lies between  1  

to (w1). The   one-dimensional uni-polar 

orthogonal  codes  with cxy 1 are perfectuni-polar orthogonal codes, while the codes 

with 1 cxy 

are quasi orthogonal. 

 

Theorem 2.11: 

The orthogonality and cardinality of the maximal set of one- dimensional uni-polar 

orthogonal codes are inversely proportional to each other. 
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Proof: 

The pair of uni-polar codes with c  1, is termed as maximum orthogonal 1-DUOC pair. 

While the pair of uni- polar codes with c w 1, is termed as minimum orthogonal pair of 1-

DUOC. 

For a c where 1 w 1, the maximum number of one dimensional uni-polar 

orthogonal codes Z, within a set, is given by following Johnson bound[28]-[31], 

 

𝑍(𝑛, 𝑤, 𝜆) ≤ [
1

𝑤
[

𝑛 − 1

𝑤 − 1
… … … … [

𝑛 − 𝜆

𝑤 − 𝜆
]]] = 𝐽𝐴(𝑛, 𝑤, 𝜆) 

Herearepresentslargestintegerlessthanequaltoa. For w 1 

 

𝑍(𝑛, 𝑤, 𝑤 − 1) ≤ [
1

𝑛
𝐶1

𝑛
𝑤] = [

1

𝑤
[

𝑛 − 1

𝑤 − 1
… … … … [

𝑛 − (𝑤 − 1)

1
]]] 

which represent maximum number of 1-DUOCs within one set with 

minimumorthogonality. 

𝐹𝑜𝑟 𝜆 = 1, 𝑍(𝑛, 𝑤, 1) ≤ [
1

𝑤
[

𝑛 − 1

𝑤 − 1
]] 

which represents to minimum number of uni-polar orthogonal codes in one set with 
maximum orthogonality. 
For (p), (1 p w 1) , the cardinalityof maximal set is 

𝑍(𝑛, 𝑤, 𝑝) ≤ [
1

𝑤
[

𝑛 − 1

𝑤 − 1
… … … … [

𝑛 − 𝑝

𝑤 − 𝑝
]]] 

which is less than the cardinality of maximal set for , 𝜆 = (𝑝 + 1) 

𝑍(𝑛, 𝑤, 𝑝 + 1) ≤ [
1

𝑤
[

𝑛 − 1

𝑤 − 1
… … … …

𝑛 − 𝑝

𝑤 − 𝑝
[

𝑛 − (𝑝 + 1)

𝑤 − (𝑝 + 1)
]]] 

While the orthogonality for the set with (p) is greater than for the set with (p 1) . It 

proves that orthogonality and cardinality of maximal set are inversely related to each other. 

Lemma 2.12: 

The     maximal     set      of      1-DUOCs      with parameters (n, w, a , c ) forms a 

maximal clique of codes. 

Proof: 

All the codes in a set are such that every pair of codes is having correlation properties within 

given range. If the codes are assumed to be nodes, then each node is connected with all others 

with the given properties. This shows that all the codes within set form a clique. If the 

cardinality of the set is maximum or equal to upper bound; it means that the formed clique of 

codes is maximal. A code is chosen and we can keep on adding another code to extend the set 

so that extended set is a clique. Once it is no more possible to extend the set further, we have 

achieved a maximal clique. 

Theorem 2.13: 
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For the code parameters (n, w, a , c ) , the cardinality of maximal clique set and number of 

maximal clique sets are inversely proportional to each other. 
Proof: 

As per Theorem 2.1, a single set of the 1-DUOC is possible with minimum orthogonality or 

(w 1) and maximum cardinality. Moreover, for (p) , (1 p w 1) , the cardinality of 

the maximal set is less than for (p 1) . Then more codes are available for forming more 

sets for (p) than for (p 1) . It proves that cardinality of maximal set and numbers of 

maximal sets are inversely proportional to each other. 

Lemma 2.14: 

The minimum cross-correlation among the multiple maximal clique sets for the code 
parameters (n, w, a , c  

) is equal to (c 1) . 

Proof: 

Forthecodeparameters(n,w,a,c),themaximalclique set  contains  the  codes  with  auto-

correlation  constraint less than or equal to aand cross-correlation constraint less than or  

equal  to c . The cross correlation between two 

independentmaximalcliquesetsisequaltomaximumcross- correlation for the pair of codes. One 

code is taken from one set  and  other  one  from  the  second.  This  maximum cross- 

correlation cannot be less than or equal to  because boththe sets are maximal. It will always 

be greater than c . Hence the minimum value of the cross-correlation among the multiple 

independent maximal clique sets is equal to (c 1) . This also implies that no code shall be 

common between two maximal clique sets. If such a code exist, cross correlation between 

codes taken from two sets will be less than equalto 

c and thus sets are not maximal clique sets. 

To design multiple maximal sets of codes with general values of code parameters (n, w, a , 

c ) , a new method is proposed with difference of position representation (DoPR) and 

calculation of correlation values. Before discussing the method, the characteristics of 

difference of positions representation for the one dimensional uni-polar orthogonal codes is 

discussed in the nextsection. 

3. DIFFERENCE OF POSITIONS REPRESENTATION (DOPR)  

Conventionally  optical  orthogonal  codes  are  represented with their weighted positions 

[6],[7]-[14], which is not a unique representation of the code because weighted positions 

always change with circular shift of the code. One- dimensional uni-polar orthogonal codes 

are assumed to be the same with every circular shift of the code [14] for asynchronous use of 

the code in the multiple access systems. The difference of positions representation ( DoPR) of 

the code remains same even with circular shift of the code. The DoPR is taken from 

difference families of optical orthogonal codes discussed in [6],[39]-[40]. 

Lemma 3.1: 

The ‘w’ differences of consecutive weighted positions of one-dimensional uni-polar 

orthogonal code remain unchanged for every circular shift of the uni-polar code [14]. 

Proof: 
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Theuni-polarcodeXwithcodelength‘n’andweight‘w’ 

has‘w’weightedpositions.ThebinarycodeXcanbeputon the periphery of the circle in serial 

order so that last and first bits of the code are adjacent. Now on every circular shift of the 

binary code around the circle, the difference of secondandfirst weighted position remains 

same. Similarly for every circular shift of the code, the difference between (j+1) th and jth 

weighted positions also remains same. Finally, it can be observed that all the ‘w’ differences 

of consecutive weighted positions of the code remains unchanged on every circular shift of 

the code. Here ( j) w and difference iscalculated 
under modulo n arithmetic. 
 

The lemma 3.1 gives the idea for unique representation of the code having ‘w’ differences of 

consecutive weighted positions of the code. These ‘w’ difference of consecutive weighted 

positions of the code is termed as difference of position representation (DoPR) of the code. 

There are ‘w’ or less than ‘w’ circular shifted DoPR of the code. One of these circular shifted 

DoPR can be standardized to represent the codeuniquely. 
Example 3.1(a): 

Let us take the code X =[0 1 0 1 0 0 1 0 0 0 1 0 0] with its WPR, XP = (1,3,6,10). The 

differences of consecutive weighted positions of the code are (2,3,4,4) under modulo n = 

13 arithmatic. For every circular shifted version of code X, (X1,X2,…,X12), the differences 

of consecutive weighted positions of these shifted version remain un-changed and these 

will be (2,3,4,4) or (3,4,4,2) or (4,4,2,3) or (4,2,3,4).The 

DoPR of the code X is (2,3,4,4) and the circular shifted DoPR of the code are (3,4,4,2), 

(4,4,2,3),(4,2,3,4). 

Lemma 3.2: 

The difference of any two weighted positions of the uni- polar code always lies from 

oneto (n-1). Theorem 3.3:[6] 

The sum of all the ‘w’ differences of consecutive weighted positions or the elements of 

DoPR of the uni-polar code is always equal to code length ‘n’ . 

Proof: 

For the WPR of uni-polar code X, XP 

= (xp1, xpi , xpj...xpw ) . 

First difference dx1 of positions (xp1, xpi )  (xpi xp1 ) 

Second difference of positions 

(xpi , xpj), dx2  (xpjxpi )(w-1)th difference of positions(xp(w1) , xpw 

),dx(w1) (xpw xp(w1) ) (w)th difference of positions (xpw , xp1 ), 

dxw (n xp1 xpw ) the (w)th difference dxwis calculated under modulo ‘n’ arithmetic 

because (xp1 xpw )  

The sum of all ‘w’ differences=(dx1 dx2 ... dxw)((𝑥𝑝𝑖 − 𝑥𝑝1) + (𝑥𝑝𝑗 − 𝑥𝑝𝑖) +

⋯ . . +(𝑥𝑝𝑤 − 𝑥𝑝(𝑤−1)) + (𝑛 + 𝑥𝑝1 − 𝑥𝑝𝑤)) = 𝑛 

3.4 Formation of Standard DoPR of the Code 

The one-dimensional uni-polar orthogonal code has a proper representation as DoPR 

containing ‘w’ differences of consecutive positions (DoPs). The uni-polar code can be 

represented by any one of the ‘w’ circular shifted DoPR. One of these ‘w’ circular shifted 

DoPR can be fixed as standard DoPR following the procedure givenbelow. 

Step 1. Out of the ‘w’ circular shifted DoPR, the DoPR with last element greater than other 
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(w-1) DoPs, is selected as standard DoPR of the code. 

Example 3.4(a): 

Let the uni-polar code with code length n=31, weight w=5, be (2,5,13,4,7) in DoPR. The 

circular shifted DoPRs are (5,13,4,7,2), (13,4,7,2,5), (4,7,2,5,13), and (7,2,5,13,4). The 

standard DoPR of the code is (4,7,2,5,13) which has highest element as last one. 

Step 2. If after the step ‘1’, the code has more than one DoPR with highest last element but 

equal to some DoPs of that DoPR, the DoPR with smallest value of first DoP element, is 

selected as standard DoPR of the code. 

Example 3.4(b): 

Let the uni-polar code with code length n=31, weight w=5, be (6,6,7,5,7) in DoPR. The 

other circular shifted DoPRs of the code are (6,7,5,7,6), (7,5,7,6,6), (5,7,6,6,7),(7,6,6,7,5). 

The 

DoPRs selected after step 1 for standard DoPR are (6,6,7,6,7) and (5,7,6,6,7). The standard 

DoPR of the code is (5,7,6,6,7) with smaller first element. 

Step 3. If in the step ‘2’ we get more than one DoPR with highest last and smallest first 

DoPs, the DoPR with smaller value of second DoP, is selected as standard DOPR. 

Example 3.4(c): 

Let the uni-polar code with code length n=31, weight w=5, is (6,5,7,6,7) in DoPR. The 

other circular shifted DoPRs of the code are given as follows (5,7,6,7,6), (7,6,7,6,5), 

(6,7,6,5,7), (7,6,5,7,6). The DoPRs selected from step 1 for standard DoPR are (6,5,7,6,7) 

and (6,7,6,5,7). The step 2 could not standardize the code from two DoPR (6,5,7,6,7) and 

(6,7,6,5,7) of the code because first element of both DoPR is same and equal to 6. The step 

third results in the standard DoPR of the code as (6,5,7,6,7) with smaller second DoP 

element out of both circular shiftedDoPRs. 

Step 4. The process may continue till unique and standard DoPR of the code is found, by 

comparing third, fourth and so on elements in same fashion. 
Lemma 3.5: 
In the standard DoPR of the unipolar code of length ‘n’ and weight ‘w’, the range 

of first[
𝑤−1

2
]DoP elements lies from 1 to[

𝑛−𝑤+1

2
]while the range of next[

𝑤−1

2
]DoP 

elements lies from 1 to[
𝑛−𝑤+2

2
] 

 

Proof: Let the standard DoPR of the uni-polar code is (dx1,dx2,...,dxw). The minimum 

values of (dx1,dx2,...,dx(w1)) are equal to 1 as per lemma 3.2. The first DoP 

element (dx1 ) takes its maximum value when(dx2dx3...dx(w1))1and(dxwdx1 ) 

or dxwdx1 1) for standard DoPR. As per Theorem 3.3, 

(dx1 dx 2  ... dx( w1) dxw) n  

(dx1 1... 1(dx1 1)) n 

(dx1 dx1 ) n  (w 1) 

dx1 (nw1)/2. 

Similarly(dx2)oroneoffirst(w1)/2DoPelements(dxi),(1i(w1)/2),takesitsmaximu

mvaluewhen other   DoPelements  except (dxw) equal to oneand (dxwdxi) or 

(dxwdxi1) so that 

dxi(nw1)/2forstandardDoPROneofthenextremaining(w1)/2DoPelements except 
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last DoP element (dxj), ((w1)/2j(w1)),takesmaximumvalue when other DoP 

elements except (dxw) equal to  one  and (dxwdxj) or (dxwdxj) for standard DoPR.  

Asper Theorem 3.3, 

(dx1+dx2...dx(w1)+ dxw) n 

(dxj(w2)dxj)n 

2dxjn(w2) 

dxj(nw2)/2. 
If one of the first (w1)/2DoPelementsequaltolastDoP element and no element of second 
half (w1)/2DoP elements equal to last DoP element, the code can be standardized by 
taking one of its circular shifted versions such 
thatfirst(w1)/2DoPelementshavenoDoPelement 

equal to last DoP element. 

Lemma 3.6: 

In the standard DoPR of the uni-polar code of length ‘n’ and 

weight‘w’,lastDoPelementisinrangefromn/wto (n w 1) . 

Proof: Suppose the standard DoPR of the uni-polar code is(dx1, dx2 ,..., dxw) . The last 

DoP element (dxw) takes its maximum value when all other DoP elements are minimum or 

equal to one. Then maximum of (dxw) is equal to(nw1)as per theorem 3.3. This (dxw) 

takes its minimum value when all other DoP elements are such that their DoP values are 

just less than or equal to last DoP element.MathematicallysomeofotherDoPelementsare 

equalton/w,somearen/w.Theminimumvalueof lastDoPelement(dxw)willben/w 


The maximum non-zero shift auto-correlation and cross- correlation values of the codes 

can be calculated using the DoPR or standard DoPR. This calculation is easier than the 

conventional calculation of auto and cross-correlation values 

ofthecodesasgivenindefinitions2.1,2.2,2.3,2.6,2.7&2.8. For the calculation of correlation 

values, the DoPR is converted into extended DoP matrix of the code. The extended DoP 

matrix (w(w 1)) of the code contains not only differences of consecutive weighted 

positions but also the differences of any two weighted positions of the code. 

Extended DoP (EDoP) Matrix of the Uni-polar Code. 

1. There are ‘w’ rows and (w-1) columns in extended DoP matrix of thecode. 

2. The first row of extended DoP matrix contains differences of first with all 

other weighted positions of thecode. 

3. The wth row of extended DoP matrix contains the differences of wth with 

all other weighted positions of the code in cyclicorder. 

In jth row, the difference of ith element with (i+1)st element can be placed in any 

column and remaining elements are placed in cyclic order. This mean for same 

code, we can have(w1)
w 

EDoP matrices. One of which may be given as follows. 

Let us take the code X with DoPR(dx1,dx2,...,dxw) with weight ‘w’ and code length n 

dx1 dx2  ... dxw, theEDoP matrix is formed as following 
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with 

 
Example 3.7(a):  

Let the DoPR of the code with weight ‘w’ equal to 5 is (a,b,c,d,e) and code length 

‘n’=a+b+c+d+e. The extended DoP matrix (5x4) is given as 

 
Lemma 3.8: 

If ‘a’ is a DoP element of extended DoP matrix of the code, thentheDoPelement‘n-

a’alsoexistinthesameextended DoP matrix ofthecode.  

Proof:  if  ‘a’  is  a  difference  of  any  

twoweightedpositions(xpi,xpj)ofthecodesuchthat(i,j)(0:n1) 

i.e. 𝑎 = (𝑥𝑝𝑗 − 𝑥𝑝𝑖) whilethe difference between(xpj, xpi ) in circular order is 

(xpixpj)  (n a) in modulo ‘n’ arithmetic. It means that two DoP elements ‘a’ and‘n-a’ 

represents the difference of two same weighted positions. 

Lemma 3.9: 
If first (w 1) consecutive differences of weighted positions EDoP 
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Example 3.9(a): 
Let the DoPR of the code with weight ‘w’ equal to 5 is (a,b,c,d,e) and code length 

‘n’=a+b+c+d+e. The extendedDoPmatrix (5x4) is given as 

 
Lemma 3.10: 

If first u w consecutive differences of weighted positions or DoP element 

(dx1,dx2,...,dxu)of DoPR(dx1,dx2,...,dx(w1),dxw)ofthecodeare known,the extended 

DoP matrix for the incomplete code with uDoP or DoP element (dx1, 

dx2,...,dx(w1) ) of DoPR(dx1,dx2,...,dx(w1),dxw)ofthecodeare known,the extended DoP 

matrix is given asfollows. 
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Proof: It is obvious that there is no change in EDoP matrix if EDoP element in same row 

move to another position. The EDoP matrix of Lemma 3.9 is same as EDoP matrix of 

lemma 

3.10 with cyclic shift within rows. It can be verified by examples 3.9(a) and 3.10(a) with ith 

row being cyclically shifted left (i-1) times. 

The advantage of this kind of EDoP representation is that if last k entries of DoPR are 

deleted, EDoP can be determined by deleting lower k rows and rightmost k column in 

EDoP representation of complete code. 
Example 3.10(a): 
Let the DoPR of the code with weight ‘w’ equal to 5 is 

(a,b,c,d,e)and code length n(abcde). The extended DoP matrix for 1, 2, 3, and 4 

consecutive DoP elements of incomplete and complete code is given as following 

matricesrespectively. 
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4. THE CALCULATION OF CORRELATIONCONSTRAINTS 

 
4.1 Auto-Correlation Constraint: 
In the conventional method for calculation of maximum non- zero shift auto-correlation as 
given in definition 2.1, the weighted bits’ positions of code X are compared with circular 
shifted versions of code X. There are n(n 1) comparisons of binary digits in the 
calculation of maximum non-zeroshift auto-correlation of uni-polar code as given in 
definition 2.1. The ‘n’ bits of code X are compared with ‘n’ bits of each of(n-1)  circular 
shifted  versions  of code X.  Thesecomparisons of weighted bits positions can be further 
reduced  asdescribed below. 

Lemma 4.2: 

Incalculationofthemaximumnon-zeroshiftauto-correlation using weighted positions 
representation (WPR) of the code, thereare (n 1)w comparisons of weighted positions 
(definition 2.3). 

Proof: In conventional method for the calculation of the maximum non-zero shift auto-

correlation of the uni-polar code, each of ‘w’ weighted positions of XP are compared with 

each of ‘w’ weighted positions of every (n-1) circular shifted versions   (XP+a),   (Definition    

2.3).    Thus    there    are    (n 1)w
2 

comparisons of weighted positions in the calculation of 

the maximum non-zero shift auto-correlationof the code X. 

Lemma 4.3: 

For the uni-polar code of length ‘n’ and weight ‘w’, the total cases of 

overlapping pairs of weighted bits of uni-polar code with its circular shifted 

versions in the calculation of maximum non-zero shift auto-correlation 

(definition 2.1)are 

 w( w1) 

2 
Proof:  In  the  calculation  of  maximum  non-zero  shiftauto-correlation, first weighted 
bit of the uni-polar code overlap with next (w-1) other weighted bits by circular shifting. 
The second weighted bit overlap with next (w-2) weighted bits by circular shifting. 
Similarly the third and so on up to (w-1)th weighted bit overlap with next (w-3) and so on 
up to last weighted bit by circular shifting. There are total (w-1) plus(w-2) plus (w-3) plus 
and so on up to plus one overlapping which may occur in the pairs of codes with its 
maximum (n-1) circular shifted versions. Total overlapping of weighted bits are w(w-1)/2. 

. 
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Lemma 4.4: 

Theuni-polarcodewithcodelength‘n’andcodeweight‘w’ has ‘w’ circular shifted versions 

with first bit as weighted bit of thecode. 

Example 4.1.4: Let us take the code X =[0 1 0 1 0 0 1 0 0 0 1 0 0] with weighted positions 

representation XP = (1,3,6,10). The w=4 circular shifted versions of the code with first bit 

as weighted bit are given as follows 

X1= [1 0 1 0 0 1 0 0 0 1 0 0 0] , (Xp+12) = (0,2,5,9), 

X3= [1 0 0 1 0 0 0 1 0 0 0 1 0] , (XP+10) = (0,3,7,11), 

X6= [1 0 0 0 1 0 0 0 1 0 1 0 0] , (Xp+7) = (0,4,8,10), 

X10= [1000101001000],(XP+3)=(0,4,6,9).Inthe 

calculation of maximum non-zero-shift auto-correlation, total cases of overlapping of 

weighted bits = first weighted bit overlaps with second, third and fourth weighted bits, i.e 

three overlapping + second weighted bit overlaps with third, and fourth, i.e. two 

overlapping  + third weighted bit overlapswith fourth weighted bit, i.e. one overlapping = 

6 overlapping. 
Lemma 4.5: 

There are 𝐶2 1
𝑤 =

𝑤(𝑤−1)

2
 pairs of codes formed out of the ‘w’ circular shifted versions of 

the code with first bit as weighted bit. 

Lemma 4.6: 

Total unrepeated overlapping of weighted bits in the all pairs of codes having first bit as 

weighted bit are
𝑤(𝑤−1)

2
. 

Proof: As per lemma 4.5, there are 
𝑤(𝑤−1)

2
 pairs of  codes  

havingfirstbitasweightedbit.Eachpairhasoneunrepeated overlapping at first position. Then, 

there are total 
𝑤(𝑤−1)

2
 overlapping of weighted bits. 

Theorem 4.7: 

The overlapping of weighted bits of uni-polar code with its every circular shifted version 

equal to overlapping of weighted bits in all the pairs of the ‘w’ circular shifted versions 

with first bit as weighted bit of thecode. 

Proof: As per lemma 4.3, total overlapping of weighted bits of uni-polar code with its 

every circular shifted versions are 
𝑤(𝑤−1)

2
. Asperlemma4.6,thesamenumberofdefinite 

overlapping are found in all the pairs of the ‘w’ circular shifted versions with first bit as 

weighted bit of the code. Hence all weighted overlapping are covered in both cases. 

Theorem 4.8: 

The weighted positions of the ‘w’ circular shifted versions of the code with first bit as 

weighted bit are given by the rows of EdoP matrix along-with extra first column having 

zero elements. 

Proof: Let us take the code X with DoPR(a,b, c, d, e) with 

weightw5,andcodelengthn(abcde).The weighted positions of the code with first bit 

as weighted bitare (0, a, a b, a b c, a b c d). The circular shifted versions of this 

code with first bit as weighted bit are 

(0,b,b c,bc d,bc d e) 

(0, c, c d, c d e, c d e a) , 
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( (0, d, d a, d a b, d a b c) and 

(0, e, e a, e a b, e a b c) . 

These circular shifted versions of the code with first bit as weighted bit are same 

as row element of the following EDoP matrix (example 3.7(a)) along-with extra 

first column having zero elements. 

 

Similarly for any weight w  2 the theorem can be verified easily. 

Theorem 4.9: 
The maximum non-zero shift auto-correlation of the uni-polar code is equal to maximum 
number of overlapping bits among the pairs of ‘w’ circular shifted versions with first bit as 
weighted bit of the code. OR The maximum non-zero shift auto-correlation of the uni-
polar code is equal to the maximum number of common DoP elements between two rows 
of EDoPmatrix having zero elements in first column. 

𝜆𝑎𝑥 ≥ ∑ ∑ 𝑒𝑥𝑖𝑗𝑒𝑥𝑘𝑙  𝑓𝑜𝑟𝑖 = (0: 𝑤 − 1)

𝑤−1

𝑙=0

𝑤−1

𝑗=0

, 𝑘 = (𝑖 + 1: 𝑤 − 1) 

OR  

The maximum non-zero shift auto-correlation of the uni-polar code is equal to one plus 

maximum number of common DoP elements between two rows of EDoP matrix of the 

code. 

𝜆𝑎𝑥 ≥ 1 + ∑ ∑ 𝑒𝑥𝑖𝑗𝑒𝑦𝑘𝑙  𝑓𝑜𝑟𝑖 = (0: 𝑤 − 1)

𝑤−1

𝑙=1

𝑤−1

𝑗=0

, 𝑙 = (𝑖 + 1: 𝑤 − 1) 

1if exijexkl 

whereexijexkl
0if  

exijexkl
 

exij&exklare DoP elements of two rows of EDoP matrix along-with first column 

having zero elements. 

Proof: Let us take the code X with DoPR(dx1, dx2 ,..., dxw) with   weight    ‘w’    

and   code    length n dx1 dx2  ... dxw, the EDoP matrix with zero elements 

in the first column is formed asfollows. 
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As per definition 2.1 and theorem 4.7, the maximum non-zero shift auto-correlation ax of 

the uni-polar code is equal to maximum number of overlapping of weighted bits among the 

pairs of circular shifted versions with first bit as weighted bit of the code. However As per 

theorem 4.8 and definition 2.3, the maximum non-zero shift auto-correlation of the code is 

equal to the maximum number of common DoP elements between two rows of EdoP 

matrix along-with firstcolumn with zero elements 

if 𝑒𝑥𝑖𝑗𝑒𝑥𝑘𝑙 = {
1 𝑖𝑓𝑒𝑥𝑖𝑗 = 𝑒𝑥𝑘𝑙

0 𝑖𝑓𝑒𝑥𝑖𝑗 ≠ 𝑒𝑥𝑘𝑙
which represents common elements between two rows of 

EdoP matrix with first column having zero elements. 

 

𝜆𝑎𝑥 ≥ ∑ ∑ 𝑒𝑥𝑖𝑗𝑒𝑥𝑘𝑙  𝑓𝑜𝑟𝑖 = (0: 𝑤 − 1)

𝑤−1

𝑙=0

𝑤−1

𝑗=0

, 𝑙 = (𝑖 + 1: 𝑤 − 1) 

 

Or the maximum non-zero shift auto-correlation of the uni-polar code is equal to 
one plus maximum common DoP elements between two rows of EDoP matrix of 
the code. As any two rows of EdoP matrix with first column having zero 
elements always has at least one common element which is zero. 

𝜆𝑎𝑥 ≥ 1 + ∑ ∑ 𝑒𝑥𝑖𝑗𝑒𝑦𝑘𝑙  𝑓𝑜𝑟𝑖 = (0: 𝑤 − 1)

𝑤−1

𝑙=1

𝑤−1

𝑗=0

, 𝑙 = (𝑖 + 1: 𝑤 − 1) 

Lemma4.10: 

There  willbe 
(𝑤−1)𝑤3

2
comparisons of DoP elements in the calculation of maximum non-

zero shift auto-correlation using extended DoP matrix with first column having zero 

elements. 

Proof: There are 
(𝑤−1)𝑤

2
pair of rows of extended DoP matrix which are compared in the 

calculation of maximum non-zero shift auto-correlation of the code. In each pair of rows, 

there are 𝑤 2 comparisons of DoP elements. Thus there are total 
(𝑤−1)𝑤3

2
comparisons of 

DoP elements of EDoP matrix take place in the calculation of maximum non-zero shift 

auto-correlation of the code. 

Lemma 4.11: 
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There are 
𝑤(𝑤−1)3

2
 comparisons of DoP elements in the calculation of maximum non-zero 

shift auto-correlation using extended DoP matrix of the code. 

Proof: There are 
(𝑤−1)𝑤

2
 pair of rows of extended DoP matrix which are compared in the 

calculation of maximum non-zero shift auto-correlation of the code. In each pair of rows, 

there are(𝑤 − 1)2comparisons of DoP elements. Hence there are
𝑤(𝑤−1)3

2
 total comparisons 

of DoP elements of EDoP matrix in the calculation of maximum non-zero shift auto-

correlation of the code. 

Lemma 4.12:  

If there is no common DoP elements in the pair of rows of EDoP matrix of code, the 

maximum non-zero shift auto-correlation of the code is always equals to one [38]. 

4.13 Cross-Correlation Constraint:  

In the conventional method for calculation of cross-correlation for the pair of uni-polar codes 

as given in definition 2.6, the weighted bits’ positions of code X are compared with code Y 

and circular shifted versions of code Y. Or the weighted bits’ positions of code Y are 

compared with code X and circular shifted versions of code X. There are n
2 

comparisons of 

binary digits in the calculation of cross-correlation of uni-polar code in conventional method 

(definition 2.6).  

These comparisons of weighted bits positions can be further reduced as described below. 
Lemma 4.14:  

In the calculation of cross-correlation using weighted positions representation (WPR) of the 

pair of codes, there are (nw
2 

) comparisons of weighted positions (definition 2.8).  

Proof: In the calculation of cross-correlation of the pair of uni- polar codes (definition 2.8), 

the ‘w’ weighted positions (WP) of XP are compared with ‘w’ weighted positions of YP and 

each of the (n-1) circular shifted versions (YP+a).There are(nw
2 

) total comparisons of 

weighted position in the calculation of cross-correlation of the pair of codes. 

Lemma 4.15: 
For  the  uni-polar  codes  of  length  ‘n’  and  weight  ‘w’, the definite  cases  of  
overlapping  of  weighted  bits  ofuni-polar code X with code Y and the (n-1) circular 
shifted versions of code Y are w

2 
. 

Proof: In the calculation of cross-correlation (definition 2.6), first weighted bit of code X 

overlap with w weighted bits of code Y in ‘w’ shifts. The second weighted bit of code X 

overlap with ‘w’ weighted bit of code Y in ‘w’ shifts. Similarly the third and so on uptowth 

weighted bit of code X overlap with ‘w’ weighted positions of code Y in ‘w’ shifts. Thus 

there are (w2) total overlapping of weighted bits occurred in the pairs of code X with code 

Y and the maximum (n-1) circular shifted versions of code Y in the calculation of cross- 

correlation. 

Lemma 4.16: 

There are total w
2 

pairs of code X and code Y formed out of the ‘w’ circular shifted 

versions of both the codes with first bit as weighted bit. 

Lemma 4.17: 

The definite overlapping of weighted bits in all the pairs of circular shifted versions of 
codes X and Y having first bit as weighted bit are w

2 
. 

Proof: As per lemma 4.16, there are w2 pairs of codes having first bit as weighted bit. Each 

pair has one definite overlapping at first position. Subsequently there are w
2 

definite 

overlapping of weighted bits. 
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Theorem4.18: The overlapping of weighted bits of uni-polar code X with uni-polar code Y 

and every circular shifted version of code Y equals to the overlapping of weighted bits in all 

the pairs of code X and code Y formed out of the ‘w’ circular shifted versions of both the 

codes having first bit as weighted bit.  

Proof: As per lemma 4.15, the definite overlapping of weighted bits of uni-polar code X and 

code Y along-with every circular shifted version of code Y are w
2 

. As well as per lemma 

4.17, the same number of definite overlapping are covered in all the pairs of circular shifted 

versions of code X and code Y having first bit as weighted bit. Hence all definite weighted 

overlapping are covered in both cases. 

Theorem 4.19:  

The cross-correlation of the uni-polar codes X and Y is equal to maximum overlapping 

among the pairs of code X and code Y out of the ‘w’ circular shifted versions with first bit as 

weighted bit of both the codes.  

OR  

The cross-correlation of the uni-polar codes X and Y is equal to maximum common DoP 

elements between any two rows of EdoP matrices along-with first column with zero 

elements of code X and code Y respectively. 

𝜆𝑐𝑥𝑦 ≥ ∑ ∑ 𝑒𝑥𝑖𝑗𝑒𝑦𝑘𝑙  𝑓𝑜𝑟𝑖 = (0: 𝑤 − 1)

𝑤−1

𝑙=0

𝑤−1

𝑗=0

, 𝑘 = (0: 𝑤 − 1) 

OR 

The cross-correlation of the uni-polar codes X and Y is equal to one plus maximum common 

DoP elements between any two rows of EDoP matrices of code X and code Y respectively. 

𝜆𝑐𝑥𝑦 ≥ 1 + ∑ ∑ 𝑒𝑥𝑖𝑗𝑒𝑦𝑘𝑙  𝑓𝑜𝑟𝑖 = (0: 𝑤 − 1)

𝑤−1

𝑙=1

𝑤−1

𝑗=1

, 𝑘 = (0: 𝑤 − 1) 

 

if 𝑒𝑥𝑖𝑗𝑒𝑦𝑘𝑙 = {
1 𝑖𝑓𝑒𝑥𝑖𝑗 = 𝑒𝑦𝑘𝑙

0 𝑖𝑓𝑒𝑥𝑖𝑗 ≠ 𝑒𝑦𝑘𝑙
 

 

𝑒𝑖𝑗&𝑒𝑘𝑙are DoP elements of the rows of EDoP matrices along-with extra column with zero 

elements of code X and code Y respectively. 

Proof: Suppose the code X with DoPR(𝑑𝑥1, 𝑑𝑥2 … … . , 𝑑𝑥𝑤)and code Y with 

DoPR(𝑑𝑦1, 𝑑𝑦2 … … . , 𝑑𝑦𝑤)with weight ‘w’ and code length 𝑛 = 𝑑𝑥1 + 𝑑𝑥2 + ⋯ … . +𝑑𝑥𝑤 =
𝑑𝑦1 + 𝑑𝑦2 + ⋯ … . +𝑑𝑦𝑤 the EDoP matrix along-with first column with zero elements of 

code X and code Y are formed as follows 
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OR 

 

As per definition 2.6 and theorem 4.18, the cross-correlationcxy of the uni-polar codes X 

and Y is equal to the maximum number of overlapping among the pairs of code X and code 

Y of the circular shifted versions with first bit as weighted bit of both the codes. However 

As per definition 2.6 and theorem 4.8, the cross-correlation of the codes X and Y is the 

maximum number of common DoP elements between the rows of EDoP matrices along-

with first column having zero elements for both the codes X and Y.  

if 𝑒𝑥𝑖𝑗𝑒𝑦𝑘𝑙 = {
1 𝑖𝑓𝑒𝑥𝑖𝑗 = 𝑒𝑦𝑘𝑙

0 𝑖𝑓𝑒𝑥𝑖𝑗 ≠ 𝑒𝑦𝑘𝑙
 

𝜆𝑐𝑥𝑦 ≥ ∑ ∑ 𝑒𝑥𝑖𝑗𝑒𝑦𝑘𝑙  𝑓𝑜𝑟𝑖 = (0: 𝑤 − 1)

𝑤−1

𝑙=0

𝑤−1

𝑗=0

, 𝑘 = (0: 𝑤 − 1) 

𝑒𝑖𝑗 &𝑒𝑘𝑙are DoP elementsare the DoP elements of the rows of EDoP matrices along-with 
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first extra column having zero elements of code X and code Y respectively.. 

Or the cross-correlation of the uni-polar codes X and Y is equal to one plus maximum 

common DoP elements between the rows of EDoP matrices of the code X and Y. Because 

any two rows of EdoP matrices along-with first column having zero elements for code X 

and Y always has at least one common element as zero. 

𝜆𝑐𝑥𝑦 ≥ 1 + ∑ ∑ 𝑒𝑥𝑖𝑗𝑒𝑦𝑘𝑙  𝑓𝑜𝑟𝑖 = (0: 𝑤 − 1)

𝑤−1

𝑙=1

𝑤−1

𝑗=1

, 𝑘 = (0: 𝑤 − 1) 

 

Lemma 4.20:  

There are w
4

comparisons of DoP elements in the calculation of cross-correlation using 

extended DoP matrices along-with first column having zero elements for both the codes,.  

Proof: As per lemma 4.16, there are w
2

pair of rows from extended DoP matrices along-

with first column having zero elements for code X and Y. In each pair of rows, there are w2  

comparisons   of   DoP   elements.   Hence   there   are   w
4 

comparisons of DoP elements 

of both EDoP matrices in  the calculation of cross-correlation for the pair of codes X and 

Y. 

Lemma 4.21: 

In calculation of cross-correlation using extended DoPmatrices of the codes X and Y, 

there arew
2 

(w1)
2

comparisons of DoP elements. 
Proof: As per lemma 4.16, there arew

2 
pair of rows fromextended DoP matrices of code X 

and Y. In each pair ofrows,there are  (w 1)
2  

comparisons of DoP elements. 
Hencethere𝑤2(𝑤 − 1)2total comparisons of DoP elements of EDoP matrices in the 
calculation of cross-correlation of the codes X with Y. 

Lemma 4.22:  
If there is no common DoP elements in the pair of rows of EDoP matrices of the two 
codes, the cross-correlation of the pair of codes is always equals to one [38]. 
Theorem 4.23: 

The cross-correlation of the uni-polar code X with code parameters (n1, w1, a1 

) and code Y with parameters(n2 , w2 , a2 ) is equal to maximum common DoP 

elementsbetween the any two rows of EdoP matrices along-with first column 

having zero elements of code X and code Yrespectively. 

𝜆𝑐𝑥𝑦 ≥ 1 + ∑ ∑ 𝑒𝑥𝑖𝑗𝑒𝑦𝑘𝑙  𝑓𝑜𝑟𝑖 = (0: 𝑤1 − 1)

𝑤−1

𝑙=1

𝑤−1

𝑗=1

, 𝑘 = (0: 𝑤2 − 1) 

 

if 𝑒𝑥𝑖𝑗𝑒𝑦𝑘𝑙 = {
1 𝑖𝑓𝑒𝑥𝑖𝑗 = 𝑒𝑦𝑘𝑙

0 𝑖𝑓𝑒𝑥𝑖𝑗 ≠ 𝑒𝑦𝑘𝑙
 

 

𝑒𝑖𝑗 &𝑒𝑘𝑙areDoP elements of the rows of EDoP matrices along-with first column having zero 

elements of code X and code Y respectively.  
Proof: it is straight forward through theorem 4.19. 

I. DESIGN OF THE MAXIMAL SETS OF1-DUOC 
The maximal sets of 1-DUOC  for  fixed  code  parameters  (n, w, a 1, c1) are 
designed through maximal clique search method in the proposedalgorithm. 
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5.1. Maximal Clique Search Method: 

Suppose    the    uni-polar    code    in    standard    DoPRis(d1,d2,...,dw).  Let   for  uw,  

(d1,d2,...,du) DoPelements of the code are known at one step of following algorithm. The 

extended DoP matrix of the code withincomplete DoP elements (d1, d2 ,..., du ) is given 

by lemma 

3.10. The maximum non-zero shift auto-correlation and cross- correlation of the pair of 

codes with incomplete DoP elements can be calculated by theorem 4.9 and theorem 4.19 

respectively as well as using lemma 3.10 for EDoP matrices of codes with incomplete DoP 

elements. In the defined graph of codes with incomplete or complete DoP elements, some 

maximal clique sets of codes are searched by maximal clique finding algorithms [41-46] or 

the algorithm proposed here as follows. 
Step.1: 
Define the connected graph of codes or correlation matrix having binary elements (0,1). In 

the correlation matrix of codes, the binary digit ‘1’ represent to cross-correlation lessthan 

equal to cbetween two codes while binary digit ‘0’represent to cross-correlation greater 

than c between two codes in the matrix. In the defined graph of codes, the binary digit ‘1’ 

of correlation matrix is equivalent to a straight line between two codes while no line if 

corresponding binary digit ‘0’ for two codes in correlation matrix. i=0. If the size of 

correlation matrix is large enough, the correlation matrix can be broken into smaller parts 

which is discussed in the next section. All the codes of graph can be divided into S sub- 

graphs. Each sub-graph is containing the codes with similar DoP elements of some 

positions which is clearly mentioned in next sub-section 5.2. 
Step.2: 
In the defined graph or smaller part of correlation matrix  with binary elements, find the 

codes with highest degree. The smaller part of correlation matrix contains the codes of 

(i+1)th sub-graph along the rows of matrix while the codes of (i+2)th and other subsequent 

sub-graphs found along the columns, select one of the codes with highest degree. Put this 

code inset 

A. i=i+1. d=highest degree. 

Step.3: 

If d>1, form another graph or smaller part of correlation matrix containing only the codes 

connected with highest degree code selected in step-2 at last time and excluding the codes 

of set A. Jump to step-2 

Step.4: 

If d=1, find the code adjacent with last selected highest degree code as in step-2. Put this 

code also in set A. The codes of set A form a maximal clique defined by Lemma 2.3. 

There are total ‘i’ codes are found in final set A. 

Step.5: 

More than one maximal clique sets can be searched out of first smaller part of correlation 

matrix having more than one codes with highest degree by following the step 1 to step 4. 

The first smaller part of correlation matrix contains the codes of 1st sub- graph along the 

rows while the codes of 2nd and subsequent sub-graphs found along the columns. 

Step.6: 

Out of the all the M maximal clique sets found at step 5, a clique sets correlation matrix 

MxM can be defined. This matrix contains the elements equivalentto cross-correlation 

of pair of maximal clique sets. The cross-correlation of a pair of maximal clique 
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sets is defined as maximumcross- correlation between a pair of codes taken from 

each maximal clique set of pair. The clique sets correlation matrix can be 

normalized with elements equal to ‘zero’ if cross-correlation value is greater than 

(c 1) and normalized elements equal  to ‘one’  if  cross-correlation  value  is  

less  than  equal  to  (c 1). 

Step.7: 

By applying step 2 to step 4 over normalized clique set correlation matrix, not 

for smaller part of correlation matrix as given for the codes, one set of maximal 

clique sets is searched out having minimum correlated maximal clique sets. 

5.2. Algorithm to design minimum correlated maximal cliquesest of 1-DUOC: 

Step.1: 

Inputcodeparameters(nn1,ww1,a1,c1)Such thatnw(a,c). 

Step.2: 

For the code in standard DoPR (d1, d2 ,..., d(w1) , dw ) , all possible pairs of 

unequal values of (d1, d2 ) from the range of (d1, d2 ) given in lemma 3.5 are 

arranged with serial number of  codes  with  first  only  two  DoP  elements.  

Themaximum 
non-zero  shift  auto-correlation  of  the  code  withincomplete 
DoP elements should not greater than one. Any two such codes are defined as 

related if at least one common DoP elements found otherwise unrelated. A 

connected graph G can be defined having vertices equal to number of codes 

formed. One pair of (d1, d2 ) is equivalent to one node or code as well as 

unrelated codes are equivalent to line drawn between the nodes or code numbers. 

The codes are related if mutual cross- correlation is greater than one and 

unrelated if cross- correlation is equal toone. 

The counter s=0. 

Step.3: 

From the defined graph G, a set of minimum correlated maximal clique sets is 

searched by maximal clique search method   given   at   section   5.1.   The   

counter   s=s+1.   If (s2)(w1)gotostep-6. 

Step.4: 

All the codes found with each maximal clique set found at step 3, are rearranged 

along-with (s+2)thDoP element which is not equal to last (s+1)thDoP elements of 

the code. Each graph of codes corresponding to maximal clique set is redefined 

as in step-2 such that only those codes are included in the graph having 

maximum non-zero shift auto-correlation equal to one. The maximum non-zero 

shift auto-correlation of the code, equal to one means no DoP elements in the 

rows of EDoP matrix of the code, are repeated in the same EDoP matrix of the 

code. 
Step.5: 

If (s  2)  (w 1) , go to step-3 and continue. 

Step.6: 

Each code of last searched each maximal clique set is rearranged with its last DoP element 

as per theorem-3.3. i.e. dwn(d1d2...d(w1)). 

This searched maximal set is group of  minimum correlated (c   2) maximal     clique     
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sets     of     1-DUOC     with (nn1,ww1,a1,c1). 

Step.7: 

Similarly for 

(n (n1, n2 , n3 ,...), w (w1, w2 , w3 ,...), a 1, c1) minimum correlated multiple 

maximal sets of codes are formedforeachsetofcodeparameters(n,w,a,c)asin step-1 tostep-

6. 
Step.8: 

Now another graph F is defined for sets of 1-DUOC with different code parameters. The 

vertices of graph are equivalent to sets of 1-DUOC with different set of code parameters. 

The line drawn between two vertices is equivalent to the cross- correlation between two 

sets which is less than or equal to two. No line drawn between two vertices if the two 

equivalent sets have cross-correlation greater than two. In this defined graph F of sets of 1-

DUOC with different set of code parameters, a maximal clique is searched out by 

algorithm given in sub-section 5.1. This searched clique contains the sets of 1-DUOC with 

multi-length and multi-weight having auto- correlation constraint equal to one and cross-

correlation constraintequaltotwo.Thealgorithmproposedinsubsection 

5.2 can design sets of codes with specified auto (cross) correlation constraint after some 

little change in thealgorithm. 

5. CONCLUSION 

In this paper the proposed clique search algorithm design the family of sets of codes with 

multi-length, multi-weight, auto-correlation constraint equal to one and cross-correlation 

constraint equal to one for within set while cross-correlation constraint equal to two among 

the sets with upper bound. These codes are designed for unspecific code parameters which 

increase inherent security. These codes can be utilized for the purpose of increasing the 

channel capacity and even for multi-rate system incorporating OOC. The computational 

complexity of the proposed algorithm designing the multiple sets of codes with variable 

and general code parameters, is polynomial type if clique search is polynomial. In future a 

mathematical alternative of clique search method for 1-DUOC or OOC may be explored 

for reducing the computational complexity of the algorithm proposedhere. 
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Abstract— The sensing performance in CRN degrades under fading channel to address it cooperation among 

multiple secondary users within a certain range is preferred. Moreover, the accurate detection of white spaces 

under multiple primary users is challenging. A recent study on Eigen value and covariance-based detectors 

don’t require prior knowledge of the primary user by using random matrix theories are proved to be more 

accurate. In this paper, the outcome of Rayleigh multipath fading channels on spectrum sensing in a multiple 

primary user environment for covariance-based matrix methods such as CVD, CFN, MME, and EME is 

analyzed. Simulation results will show the outcomes. 

 

Keywords— Spectrum sensing, Covariance based matrix, Rayleigh Fading, Cognitive Radio. 

1. INTRODUCTION 

In the past decade, the amount of wireless devices has increased with a huge amount. For 

these wireless communication system, we need RADIO spectrum which is a limited in the 

environment. To regulate wireless network over the large geographical region, Federal 

communications commission (FCC) has allocated certain policies in a certain time frame over 

a certain frequency band [1]. Though radio spectrum ranges from 6 KHz to 300 GHz, the long 

establish spectrum policies lead to a situation in which some bands are fully occupied while 

others are not used well and wasted. For the underutilized spectrum Cognitive Radio (CR) is 

defined which allow secondary user (SU) to opportunistically access unused spectrum band. 

In FCC definition a “CR does spectrum sensing at secondary user (SU) and monitors 

spectrum usage by locating the underutilized portion of the spectrum” [1]. 

The CR user in the CR networks needs to design very carefully such that they act as outsider 

in the spectrum they visit. This makes it necessary to do spectrum management in well 

organised manner and visit the idle channels without causing disturbance to primary users. 

Whenever there is activity from primary user secondary user must leave the channel. There 

are spectrum sensing solutions for CR to perform well and check its surrounding with a time. 

The main aim of spectrum sensing is that a SU must continuously carry out the spectrum 

sensing in such a way that it does not hamper the PU while spectrum is still occupied by the 

primary user. For this CR hardware should look for spectrum with reduce primary user 

occupation and utilize them for data transfer [2]. These primary users occupy primary band 

called as licensed 

channel should immediately leave the channel if any legitimate PU is detected. That is why 

accurate sensing of wireless channel is important for cognitive radioengineering. 

mailto:1negireetam@gmail.com
mailto:1negireetam@gmail.com
mailto:chhagan.charan@nitkkr.ac.in
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Different sensing algorithms including energy detection [6], the matched filtering [7] and 

cyclostationary detection have been studied so far. Each of them has different operational 

requirements, advantages and disadvantages. The main basic method of energy detection (ED) 

doesn’t require the advance knowledge about the information and vigorous to unknown 

multipath fading. Moreover ED method relies on noise power which makes it more exposed 

to the noise uncertainty [6], [7]. Practically it is very difficult to obtain precise noise power. 

To solve this, a recent method of detection is proposed which uses the concept of statistical 

covariance and auto-correlation of the coming signal. At the receiving filter it is found that on 

the basis of structure of covariance matrix a received signal is turned in to another matrix for 

which at the receiver a statistical covariance matrix is obtain. This received matrix has off 

diagonal elements which are zero when signal is not present. However, for the presence of 

signal the element of covariance matrix is not equal to zero. Finally on the basis of off 

diagonal elements, the diagonal elements of covariance matrix are computed to find the 

presence of signal. Different methods have been employed on the basis of Eigen value of the 

covariance matrix such as energy with minimum eigen value (EME) [13], maximum-

minimum eigen value (MME), covariance absolute value (CAV), Mean to square extreme 

eigenvalue(MSEE). 

Multipath fading and shadowing in the radio  spectrum may lead CR to sense wrong 

information. As well different Cognitive Radios cannot work at the same time. That is why 

cooperation among different CR is preferred [15]. This increases the performance and 

accuracy. Previously in literature, hypothesis testing using ED for fading  from different 

sources using single primary user has been investigated and different algorithms are 

developed. Also, cooperation among spectrum sensing for single input single output (SIMO) 

and multipule input multiple output (MIMO) systems are redefined and different detection 

techniques for different multipath fading channels has been studied. However, multiple 

primary user having multiple fading channels under cooperative spectrum sensing haven’t 

described yet. That is why Eigen value based cooperative spectrum sensing detector is the 

focus of this paper. The fading consider is Rayleigh fading for multipath channel. 

The rest paper is organized as follow. In section II system model and background is discussed. 

Section III presents the threshold detection for the algorithms. Section IV shows the 

cooperative spectrum sensing in Rayleigh multipath fading channel. Result and conclusion is 

drawn in section V and 

section VI respectively. 

 

2. SYSTEM MODEL ANDBACKGROUND 

 

Let M secondary users working together to sense the availability of K primary users and Z 

samples. Two hypotheses H0 tells primary user is absent (null) and H1 tells primary user is 

present (alternative) , shown as below: 

H0:xnn

H1:xnsn(n) 

wheres (n) is the transmitted signal samples passed through a wireless channel and Ƞ (n) is the 

white Gaussian noise samples Robust nature of Energy identification towards fading makes it 
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one of main detection method. Any information within a source signal is not required for 

energy detection.In energy  detection  noise  power  is   required   for   optimal  detection of 

independent and identically distributed(i.i.d.) signals [12]. The average power (𝑛) of received 

signal is calculated as 

𝑃𝑦(𝑛) =
1

𝑍
∑ |𝑐(𝑛)|2
𝑁=1

𝑛=0

 

whereZ tells about total number of sample present. For Energy detection method we calculate 

the threshold λ and take a decision if 𝑃(𝑛) > λ signal exist otherwise does not exist. Pfais 

determined to know the chance of falsealarm. 

In Eigen value based detection L consecutive samples are taken and given by following 

equation. 

In Eigen value based detection L consecutivesamples are taken and given by 

followingequation[10]. 

xnxnxn1.xnL1
T       

 

c(n) [c(n)c(n1) ....... s(nL1)]T 

c(n) [w(n)w(n1) ..... w(nL1)]T 

where L is smoothening factor. Consider the statistical covariance matrices define as 

𝑅𝑥 = 𝐸[𝑥(𝑛)𝑥
𝑇(𝑛)] 

𝑅𝑦 = 𝐸[𝑐(𝑛)𝑐
𝑇(𝑛)] 

We can verify that 

𝑅𝑦 = 𝑅𝑥 + 𝜎𝑤
2 𝐼𝐿 

 

Let λmax is maximum and λmin is minimum Eigen values of Ry andρmax is the maximum 

and ρmin be minimum Eigen values of Rx . The maximum and minimum Eigen values are 

define for𝜆𝑚𝑎𝑥 = 𝜌𝑚𝑎𝑥 + 𝜎𝑤
2

 and 𝜆𝑚𝑖𝑛 = 𝜌𝑚𝑖𝑛 + 𝜎𝑤
2
For𝜌𝑚𝑎𝑥 = 𝜌𝑚𝑖𝑛 it is seen that Rx = δ 

IL, where δ is a positive number. Here we calculate if signal is present or not by 

calculatingλmax/ λmin = 1 for no signal otherwise λmax / λmin >1. By using the confine 

amount ofsignal samples we can calculate thestatistical covariance matrix. Define 

autocorrelations of the received signal as [8] 

𝜆 =
1

𝑍
∑ 𝑦(𝑚)𝑦(𝑚 − 𝑙)   𝑙 = 0,1,…… . 𝐿 − 1

𝑁−1

𝑚=0

 

The sample covariance matrix approximates the statistical covariance matrix Ry as define 

below 
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Different detection methods are proposed by using this covariance matrix. 

 

3. DETECTION PARAMETER ANDTHRESHOLD 

 

Let Pd be the probable chance to find the signal, which is on hypothesis H1 , and Pfashows 

the probable chance of false alarm, which is on hypothesis H 0 
A. The Algorithms 

We are using limited number of samples and sample covariance matrix 𝑅(𝑁) for the 

detection process in the following described algorithms 

Algorithm 1: The Covariance Absolute Value (CAV)  Detection 

Step 1. Compute the autocorrelation of presented signal and form sample covariance 

matrix as given in (11). 

Step 2. Choose smoothening value L and threshold 𝛾1 . Threshold should be chosen in this 

way so it could join the demand for probability of false alarm. 
Step 3.Transform the sample covariance matrix.  
Step 4. Compute [9] 

𝑇1(𝑍) =
1

𝐿
∑∑ |𝑟𝑛𝑚(𝑍)|

𝐿

𝑚=1

𝐿

𝑛=1

 

𝑇2(𝑍) =
1

𝐿
∑ |𝑟𝑛𝑚(𝑍)|

𝐿

𝑛=1

 

 

Here 𝑟𝑛(𝑍) are elements of transformed sample covariancematrix 

Step 5. If T1Z >T2Z 1 Signal is present otherwise signalabsent 

Since it is not know if signal is present or not present it is difficult to set threshold on the 

basis of Pd. So we calculate threshold on the basis of Pfa 

𝑃𝑓𝑎 = (𝑇1(𝑍) >𝛾1𝑇2(𝑍)) 

≈ 1 − 𝑄

(

 
 
1

𝛾1
(1 + (𝐿 + 1)√

2

𝑍∗𝜋
) − 1

√
2

𝑍
)

 
 

 

where 

𝑄(𝑡) =
1

√2𝜋
∫ 𝑒

−𝑢2

2

∞

𝑡

𝑑𝑢 

For CAV detection Pfa≤P0 ,P0 is probability of detection then threshold 𝛾1 is calculated 

as[9] 
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𝛾1 ≥
1 + (𝐿 + 1)√

2

𝑍∗𝜋

1 + 𝑄−1(1 − 𝑃0)√
2

𝑍

 

Algorithm 2: Maximum to minimum eigenvalue (MME) and Energy with minimum Eigen 

value (EME) detection 

Step1. Compute theasamplecovarianceamatrix𝑅(𝑁) from equation (11). 

Step2. Compute the maximum (λ𝑚𝑎 )and minimum (λ𝑚𝑖𝑛 ) eigenvaluesaof matrix𝑅𝑥(𝑁) 

Step3. If λ𝑚𝑎𝑥 /λ𝑚𝑖>𝛾2 , signal is present otherwise signal absent for MME detection. 

Step 4. If 𝑇1(𝑍)/λ𝑚𝑖𝑛 >𝛾3 , signal exist otherwise signal not exists for EME detection. 

Based on the random theory it isshown that for a given 𝑃𝑓𝑎the threshold should be chosen as 

 

𝛾2 =
(√𝑍 + √𝑀𝐿)

2

(√𝑍 − √𝑀𝐿)
2 (1 +

(√𝑍 − √𝑀𝐿)
−2

3

(𝑍𝑀𝐿)
1

6

)𝐹1
−1(1 − 𝑃𝑓𝑎) 

𝛾3 =
𝑄−1(𝑃𝑓𝑎)√2𝑍 − √𝑀𝑍

√𝑀(√𝑍 − √𝑀𝐿)
2  

Algorithm 3 Mean to square extreme eigenvalue (MSEE) detection 

Step 1: determine test statistic [7] 

𝑇3 =
𝜆𝑚𝑎𝑥 + 𝜆𝑚𝑖𝑛

√𝜆𝑚𝑎𝑥𝜆𝑚𝑖𝑛
2

 

If 𝑇3 >𝛾4 ,signal exist otherwise not exists  

For the threshold detection it is calculated from the probability of false alarm 

𝑃𝑓𝑎 = 𝑃(𝑇𝑀𝑆𝐸𝐸 > 𝛾𝑀𝑆𝐸𝐸 |𝐻0) 

The test statistics of MSEE and MME methods are based on the largest and smallest Eigen 

values; so the value of threshold is determined from the value of MME threshold (𝛾2) . That 

is why (𝛾2) is calculated as the function of threshold of MMSE (𝛾4). Let 𝛼 =λ𝑚𝑎𝑥/λ𝑚𝑖𝑛 

then, 𝑇𝑀𝑀𝐸 =𝛼and 𝑇𝑀𝑀𝑆𝐸 =
𝛼+1

2√𝛼
where ,𝛼> 1 

Since we know the expression for 𝛾3 we can calculate theoretical expression for 𝑃𝑓. 

𝑃𝑓𝑎 = 1 − 𝐹
−1 (

𝛾2(√𝑍 − √𝑀𝐿)
2
− 𝜇

𝑣
) 

𝑃𝑓𝑎(𝛾4) = 1 − 𝐹
−1 (

𝐺(𝛾4)(√𝑍 − √𝑀𝐿)
2
− 𝜇

𝑣
) 

where 

G x 2x2 1 2x√𝑥2 − 1 

Finally, we obtainG1
The proposed MMSE method is the transformation of MME method. 

 

4. COOPERATIVESPECTRUMSENSINGINRAYLEIGH MULTIPATH 

FADINGCHANNEL 
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Due to lack of connection between the primary user and the CR user, transmission 

detection technique dependsonweak signals only. Because of shadowing primary user 

signals cannot be determine by the CR user though they have good line of sight to CR 

receiver[16]. Therefore for more accurate primary transmitter detection, cooperation among 

different user is preferred. In this cooperation the uncertainty in single user detection is 

minimized through participation of multiple users. This reduces the multipath fading and 

shadowing effects and makes better detectionprobability. 

In the previous study channel matrix H may not be specified and the probability parameters 

are derived for AWGN channel. As a result there is no multipath fading and channel is 

ideal. Here channel attributes are not specified and channel coefficients are taken in picture. 

That is why, various factors such as the time taken by a symbol of the detected signal and 

the sensing time were smaller than the coherence time of channel. Moreover there were no 

parallel motions between the PUs and SUs. Assuming these factors makes fading 

unavoidable in spectrum sensing process. In order to achieve higher sensing performance 

cooperation among multiple secondary users within a certain range is necessary. Rayleigh 

multipath fading is very prevalent in wireless channel and has SNR with probability 

distribution function (pdf) [14] 

𝑓𝛾(𝛾) =
1

𝛾
𝑒
−𝛾

𝛾̅  

Here, and represent instantaneous and average SNR, respectively. The optimal decision 

rule for determining whether primary user is alive or the inactiveness of the userin the  

frequency band  of interest  is  done  by  majoritydecision rule. For majority rule the 

decision of presence of PU is determine by the presence of half or more PU. 

5. RESULTS 

The calculations are done for all the covariance based statistical methods under Rayleigh 

fading. Here value of 𝑁𝑠 is very large 10000 and simulations are done for 1000 Monte 

Carlo simulations. The 𝑃𝑓𝑎 is taken as 0.1 and M=1 for smoothening factor L=5. The 

comparison is shown in below graphs. The aim is to maximize Pd and minimize Pfa. Figure 

1and figure 2 shows the probability of detection for different SNR and number of samples 

(Z) respectively. It is depicted from the graph that the analysis at low SNR gives best 
performance. 

 

Fig. 1. Probability of detection versus SNR when Z=5000, M=1 and L=5 
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Fig.2. Probability of detection versus number of samples (Z) when SNR=-25dB , M=1 and L=5 
 

6. CONCLUSION 

For Rayleigh multipath fading channel different test detectors are analysed under multiple 

secondary  user.  All  the  methods based on  sample  covariance  matrix  of  the  received 

signal. Statistical theories have been used to set the threshold and obtain the probability of 

false alarm. Without knowing the prior information of primary user signal various signal 

has been detected. Moreover these methods are robust to noise uncertainty and also 

perform well at lowSNR. 
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Abstract   

Different kinds of Radars are deployed in ISRO for tracking, surveillance, weather applications. Multi Function Radar 
with Phased array antenna is planned and designed for combining all three applications in single Radar. Phased array 
antennas are used for the inherent flexibility to steer the beam electronically and also the need for specialized multi-
function radar systems. In the antenna arrays the side lobe level and thinning effect are major problems which cause 
the wastage of energy and reduction of energy in main beam. In this paper different windowing techniques are used 
to suppress the side-lobes in planar array antenna, by varying the various parameters like number of antenna 
elements, scan angle, element spacing and window coefficients. 
This paper analyzes the capability of standard DSP based window techniques in order to minimize such side-lobes of 
a rectangular antenna array beam. Since array design problem is essentially equivalent to the problem of designing 
FIR digital filters in DSP. The result of antenna gain pattern has been simulated by applying Uniform, Berlet, Barthan, 
Blackman, Blackman Harris, Bohmanwin, Chebysiv, Gaussian, Hamming, Hanning, Kaiser, Parzen, Taylors and Tukey 
current windowing distribution techniques . It is revealed that the DSP based windowing for current distribution of 
antenna array can be used reduction of side lobe in analyzing rectangular and quasi circular array antennas. 
Thinning involves reducing total number of active elements in an antenna array without causing major degradation in 
system performance. Dynamic thinning is the process of achieving this under real-time conditions by using 
optimization of antenna array element currents. It is required to find a strategic subset of antenna elements for 
thinning so as to have its optimum performance. From a mathematical perspective this is a nonlinear, 
multidimensional problem with multiple objectives and many constraints. The present paper discusses an approach 
for antenna beam forming by considering array thinning. After discussing the basic concept involving antenna array, 
array thinning, dynamic thinning, and application methodology, simulation results of applying the technique to Quasi 
planar array are presented. MATLAB software environment is used as the main analysis tool. 

 

Keywords: Multi Function Radar, Tracking Radar, Dual Polari metric Doppler weather Radar, Antenna Array 
synthesis, Adoptive window synthesis. 

1. Introduction  

Multi Function Radar consisting of micro strip patch antenna elements operating at S band that are spatially 
arranged and electrically interconnected to produce a directional radiation pattern in two-dimensional space. The 
electrical characteristics, orientations, and polarizations of the elements forming part of the array as well as the 
geometrical arrangement of the array and their interconnections determine the overall performance of the array. 
Antenna arrays containing large number of elements are frequently used in radar for tracking, communication, 
astronomy, and other systems. In order to reduce the element count, cost, weight, power consumption, and heat 
dissipation in these systems, thinning is sometimes performed by removing a percentage of array elements according 
to a suitable strategy. For a fixed antenna size, the thinning produces antenna arrays much optimized  than 
completely filled arrays, in terms of both hardware and control complexity.  Moreover, although by thinning the main 
lobe width may remain approximately unaltered, there will generally be a reduction in antenna gain and also loss of 
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control over the radiation pattern outside the main beam. Thinning can be considered as a tool for reducing total 
number of active antenna elements in an antenna array when the main beam is narrow and the demand on the 
control of radiations outside the main beam is modest.. 

The total field of the array is determined by the vector addition of the fields radiated by the individual 
elements. This assumes that the current in each element is the same as that of the isolated element (neglecting 
coupling). In practical situation, antenna current distribution follows uniform density function and phase distribution 
follows Gaussian density function. To provide very directive patterns, it is necessary that the fields from the elements 
of the array interfere constructively (add) in the desired directions and interfere destructively (cancel each other) in 
the remaining space. Ideally this can be accomplished, but practically it is only approached. In an array of identical 
elements, there are at least five controls that can be used to shape the overall pattern of the antenna. These are: 
1.The geometrical configuration of the overall array. 2. The relative displacement between the elements 3.The 
excitation amplitude of the individual elements. 4. The excitation phase of the individual elements 5. The relative 
pattern of the individual elements. 

A. Rectangular Planar array Design 

Planar arrays provide additional variables which can be used to control and shape the pattern of the array [1]. Planar 
arrays are more versatile and can provide more symmetrical patterns with lower side lobes. In addition, they can be 
used to scan the main beam of the antenna towards any point in space. Applications include tracking radar, search 
radar, weather radar, remote sensing, communications, and many others [1]. To derive the array factor for the planar 
array, if M elements are initially placed along x-axis and N elements are initially placed along y-axis as shown in Fig. 1. 
The array factor of  the entire planar array can be written as 

𝐴𝐹 =  𝑆𝑥𝑚𝑆𝑦𝑛                        [1] 

Where 

𝑆𝑥𝑚 =  ∑ 𝐼𝑚1𝑊1𝑚𝑒𝑗(𝑚−1)(𝑘𝑑𝑥 sin 𝜃 cos 𝜑+𝛽𝑥)𝑀
𝑚=1       [2] 

𝑆𝑦𝑛 =  ∑ 𝐼1𝑛𝑊1𝑛𝑒𝑗(𝑛−1)(𝑘𝑑𝑦 sin 𝜃 sin 𝜑+𝛽𝑦)𝑀
𝑚=1       [3] 

 

The above equations indicate that the pattern of a rectangular array is the product of the array factors of the arrays in the x 
and y directions. Where 𝐼𝑚1 is excitation coefficient of each element.  𝑊1𝑚  and 𝑊1𝑛   DSP based window coefficients in x and y 
direction.. The spacing and progressive phase shift between the elements along x-axis is represented, respectively, by 𝑑𝑥 and  𝛽𝑥. 
If N such arrays are placed next to each other in y-direction, a distance 𝑑𝑦 apart and with a progressive phase 𝛽𝑦 , a rectangular 

array will be formed as shown in Fig.1. If amplitude excitation coefficients of the elements of the array in the y direction are 
proportional to those along the x, the amplitude of (m, n) th   element can be written as 

                𝐼𝑚𝑛 =  𝐼𝑚1𝑊1𝑚𝐼𝑛1𝑊1𝑛                                              [4] 

The normalized form of antenna array factor 

   𝐴𝐹𝑛(𝜃, 𝜑) =  {
1

𝑀

sin(
𝑀

2
𝜓𝑥)

sin(
𝜓𝑥

2
)

} {
1

𝑁

sin(
𝑁

2
𝜓𝑦)

sin(
𝜓𝑦

2
)

}                              [5] 

Where 

𝝍𝒙 =  𝑘𝑑𝑥 sin 𝜃 cos 𝜑 + 𝛽𝑥  

𝝍𝒚 =  𝑘𝑑𝑦 sin 𝜃 sin 𝜑 + 𝛽𝑦 
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When the spacing between the elements is equal or greater than λ/2 multiple maximum of equal magnitude can be formed. 
The principal maximum is referred to as the major lobe and the remaining as the grating lobes.  A grating lobe is defined as a 
lobe other than the main lobe produced by an array antenna when the inter element spacing is sufficiently large to permit the in 
phase addition of radiated fields in more than one direction. To form or avoid grating lobes in a rectangular array, the same 
principles must be satisfied as for a linear array.  To avoid grating lobes in the xz and yz planes the spacing between elements in x 

and y direction respectively must be less than 𝜆/2.  For a rectangular array, the major lobe and grating lobes of 𝑆𝑥𝑚  and 𝑆𝑦𝑛  are 

located at 

𝑘𝑑𝑥 sin 𝜃 cos 𝜑 + 𝛽𝑥 =  ±2𝑚𝜋         𝑚 = 0,1,2, … 

𝑘𝑑𝑦 sin 𝜃 sin 𝜑 + 𝛽𝑦 =  ±2𝑛𝜋          𝑛 = 0,1,2, … 

The phases 𝛽𝑥 and 𝛽𝑦 are independent of each other and they can be adjusted so that the main beam of  𝑆𝑥𝑚   is not 

the same as that of 𝑆𝑦𝑛. However, in most practical applications it required that the conical main beams 𝑆𝑥𝑚  and 𝑆𝑦𝑛 

intersect and their maxima be directed towards same direction. If it is desired to have only one main beam that is 
directed along 𝜃 = 𝜃0  and 𝜑 = 𝜑0. The progressive phase shift between the elements in the x and y direction must 
be equal 

𝛽𝑥 =  −𝑘𝑑𝑥 sin 𝜃0 cos 𝜑0 

𝛽𝑦 =  −𝑘𝑑𝑦 sin 𝜃0 sin 𝜑0  

The directivity of the antenna array 𝐴𝐹𝑛(𝜃, 𝜑), whose major beam is pointing in the 𝜃 = 𝜃0  and 𝜑 = 𝜑0     direction. 

𝐷 =
4𝜋[𝐴𝐹𝑛(𝜃, 𝜑)]𝑚𝑎𝑥[𝐴𝐹𝑛(𝜃, 𝜑)]𝑚𝑎𝑥

∗

∫ ∫ [𝐴𝐹𝑛(𝜃, 𝜑)]𝑚𝑎𝑥[𝐴𝐹𝑛(𝜃, 𝜑)]𝑚𝑎𝑥
∗  𝑠𝑖𝑛

𝜋

𝜃=0
𝜃

2𝜋

𝜑=0
 𝑑𝜃𝑑𝜑

 

2. DESIGN FOR MULTI FUNCTION RADAR 

Antenna array is designed to control their radiation characteristics by properly selecting the phase and/or 
amplitude distribution between the elements [6]. It has already been shown that a control of the phase can 
significantly alter the radiation pattern of an array. In fact, the principle of scanning arrays, where the maximum of 
the array pattern can pointed in different directions, is based primarily on control of the phase excitation of the 
elements. In addition, it has been shown that in Fig.19 to Fig.28   a proper amplitude excitation taper between the 
elements can be used to control the beam width and side lobe level. Typically the level of the minor lobes can be 
controlled by tapering the distribution across the array. The smoother the taper from the center of the array towards 
the edges, the lower the side lobe level and the larger the HPBW, and conversely. Therefore a very smooth taper, 
such as that represented by a binomial distribution or others, would result in very low side lobes but larger HPBW. In 
contrast, an abrupt distribution such as that of uniform illumination, exhibits the smaller HPBW but highest SLL(-13.5 
dB). Therefore if it is desired to achieve simultaneously both very low side lobe level, as well as small half power 
Beam width a compromised design has to be selected  The Antenna array radiation/reception patterns feature 
undesired minor radiation/reception directions called side lobes.[2].  These can be minimized through application of 
standard digital filter window functions. .  A various DSP based window functions have been proposed in literature 
and they are used to achieve required to meet design goals. The Spatial DSP based window techniques are Uniform, 
Barlet, Barthan, Blackman, Blackman Harris, Bohmanwin, Chebysiv, Gaussian, Hamming, Hanning, Kaiser, Parzen, 
Taylors and Tukey. When  Multi function Radar is operating in Target tracking mode uniform window will be used. 
For Dopler Weather Radar operating mode above mentioned DSP window based Antenna Array is used. 



International Conference on Defence and Space Technologies, ICDST 2019, Aug 23-25, 2019, IET Lucknow, India 
 

                                                                                                                                                                                                     118-130 

 

2.1. DSP BASED WINDOW FUNCTIONS REPRESENTAION IN TIME DOMAIN AND FREQUENCY DOMAIN 

Doppler radars are now considered to be an indispensable tool in the measurement and forecasting of 
atmospheric phenomena [2] in space applications.  Measurement of the reflectivity and velocity of precipitation 
particles basically exploits the information contained in the amplitude and phase of the scattered electromagnetic 
wave. Dual-polarized radar systems [7] can be configured in different ways depending on the measurement goals and 
the choice of orthogonal polarization states.  Doppler radars were upgraded for limited dual-polarization 
measurements in the linear h/v-basis (for measurement of differential reflectivity and differential propagation 
phase). Because only copolar signals were involved, the system requirements were much less stringent and 
significant practical results (e.g. rain rate estimation, hail detection) were obtained fairly quickly. Since antenna 
performance is critical for achieving high accuracy in the measurement of the  weak cross-polar signal, both antenna 
performance characteristics and formulation of radar observables in the presence of system polarization errors are 
treated. Calibration issues relevant to polarization diversity systems results in poor estimation of the elements of the 
covariance matrix from signal samples under three different pulsing schemes. To estimate specific differential phase 
(Kdp) from range profiles of the differential propagation phase ∅_dp  requires SLL of -20dB for Dual polarimetric 
Radar [7]. To meet this design  purpose it is proposed various window techniques. 
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3. RESULTS AND ANALYSYS 

The performance comparison in terms of side lobe levels reduction and HPBW changing upon application of 
various DSP based windows on Antenna array are tabulated in table.   The results are indicative of lower side lobe 
levels and with broader main lobe width which compromise on angular resolution. The Fig.1  shows initially antenna 
designed for Rectangular Planar array of 48x48 with uniform current distribution. The antenna radiation pattern [3 
]shown in Fig.2. The achieved side lobe level is only -13 dB and Gain 42.7 dB.. Hence it is modified as Quasi circular 
planar array shown in Fig.5. The Radiation pattern is shown in Figure.6. The achieved side lobe level -17 dB with Gain 
of 42.05 dB.  For this again to achieve better Side lobe levels Radar array can be operated using Kaiser and Tukey 
Windowing [10], [11]  as shown in Fig.3 and  Fig.7.  

 

.  

Fig.1. Original rectangular Planer array (48x48) elements 

 

Fig.2. Directivity of  antenna  Unifrom Current Distribtion 
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Fig.3. Antenna Current Distribution with Tukey Window 

 

Fig.4.  Directivity of  antenna  Tukey Current Distribtion 

 

Fig.5. Quasi Circular Planer array (48x48) elements 
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Fig.6.   Directivity of  antenna  Unifrom Current Distribtion 

 

Fig.7. Antenna Current Distribution with Kaiser Window 

  

Fig.8.  Directivity of  antenna  Kaiser Current Distribtion 

 

Fig.9 Barlett Window 

  

Fig.10. Barthan window 
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Fig.11. Blackman window 

 

Fig.12. Blackmann Harris Window 

 

Fig.13. Bohmann Window 

 

Fig.14. Chebysiv Window 
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Fig.15. Gaussian window 

 

Fig.16. Hamming  Window 

 

Fig.17. Hanning Window 

 

Fig.18. Taylors Window 
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Fig.19.  Directivity of  antenna  Barlett Current Distribtion 

 

Fig.20. Directivity of  antenna  Barthaan Current Distribtion 

 

Fig.21. Directivity of  antenna  Blackman Current Distribtion 

 

Fig.22.Directivity of antenna BalckmanHarris Current 
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Fig. 23. Directivity of antenna Bohman Current Distribtion 

 

Fig.24.  Directivity of antenna Chebysiv Current Distribtion 

 

Fig.25. Directivity of antenna Gaussian Current Distribtion 

 

Fig.26.  Directivity of antenna Hamming Current Distribtion  
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Fig.27 Directivity of antenna Hanning Current Distribtion 

 

Fig.28. Directivity of antenna Taylor Current Distribtion    

 

Analysis of the results obtained shown in the table.1 is indicative of the significance of windowing operations 
[10],[11] in beam forming in rectangular antenna array based antenna for multi function radar to achieve required 
Side lobe level and HPBW with optimum Gain.  When the Multi function Radar is operated in weather mode the 
following spatial DSP window based current distributions are tabulated. The antenna current distribution after using 
various spatial windows are shown in Fig. 9 to Fig.18 and obtained radiation patterns are shown in Fig. 19 to Fig.28. 
 

Window  

 

HPBW 

(Deg) 

FNBW 

(Deg) 

GAIN 

(dB) 

SLL 

(dB) 

Barlett 3.00 3.55 38.51 26.89 

Barthan 2.00 2.15 37.89 36.88 

Blackman 5.00 7.27 36.97 56.03 

BlackHarris 4.00 5.55 35.68 83.13 

Bohmann 2.90 4.12 36.68 45.72 

Chebysiv 3.00 4.12 36.59 78.05 

Gaussian 2.00 3.15 38.50 45.89 

Hamming 1.99 3.15 39.01 41.16 

Hanning 3.00 4.12 38.53 31.23 

Kaiser 1.00 4.12 41.20 16.18 

Parzen 3.00 4.12 36.25 54.66 

Taylor 2.00 3.87 40.25 30.66 

Tukey 2.00 3.72 39.87 15.39 

Uniform 1.77 2.00 41.20 13.86 

Table.1.  Analysis of all window techiniues on antenna array 
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4. Conclusion  

Multi function Array Radar is designed in S band frequency for Tracking and Weather applications to meet range 
safety requirements for launch base station. The Array geometry initially configured with 48x 48 micro strip patch 
antenna elements with inter element spacing 0.73𝜆 to avoid grating lobes  which occur when element spacing is less 
than the 0.5𝜆.  For Rocket tracking mode operation applications Side Lobe level of -15 dB was proposed and for Dual 
polarimetry weather radar mode the side lobe level required is more than -20 dB to obtain weather radar 
meteorology data products. Rectangular planar array consisting of 48 x 48 gives Side lobe level of -13 dB only with 
gain of 42.7 dB. For Rocket tracking mode Antenna array is tapered as quasi circular with achieved side lobe level of -
17 dB and for weather operations antenna array are adopted different window techniques with reduced side lobe 
level of -22dB. Hence antenna array can be configured/ synthesized for both Tracking and Weather applications. In 
this paper investigations are made on analysis of rectangular planar array converted to quasi circular array with 
various DSP based window techniques are used to configure the array for both tracking and Doppler weather radar 
dual purpose. 
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Abstract - he Electro Magnetic Gun, commonly known as railgun offer the unique advantage of  hyper velocity projectiles, beyond 

the limit of maximum muzzle velocity offered by the chemical propellant guns. In order to achieve the desired acceleration, the gun 

needs to be powered by a high magnitude current pulse with peak current of few mega amperes. A pulse forming network (PFN) 

was developed to generate a current pulse above 1 MA for this purpose. A modular configuration is conceived consisting of 10 

capacitor bank modules; each of them is designed to deliver peak current up to 150 kA. The components and subsystem of the PFN 

were critical and unique to handle pulse currents of the above order and subsequent forces. Capacitors are switched by high 

current Ignitron switches. A pulse inductor based on bitter magnet configuration was designed and developed to limit the current 

and shape the pulse as per the requirement.  A busbar based system was developed to transfer power between the PFN elements. 

Specially designed co-axial cables were developed to couple the current from each module to the railgun. The modules were 

assembled, integrated with the Railgun launcher and test fired to generate a current pulse of 1.1 MA peak with a duration of 3.2 ms, 

which successfully accelerated a 120 g projectile with a velocity of 2020 m/s. 

      Keywords: Railgun, Electro Magnetic Launcher, Pulsed Power System, Capacitor Bank 

1. INTRODUCTION 

Conventional artillery guns  using propellants for accelerating projectile have  maximum muzzle velocity limited to1600-

1800 m/s and the limitation is attributed to the velocity limitation of  the accelerating gases – which inturn accelerate the 

projectile-  as per kinetic theory of gases. Adding more charge is  not of significant benefit. Worldwide various other 

configurations like liquid propellant gun and light gas gun were experimented for higher muzzle velocity, however the 

Electromagnetic gun or Railgun  only turned out be a near practical solution towards a battle field deployable gun [1].  

Railgun works on electro –magnetic propulsion and does not use gas pressure for projectile acceleration. Railgun consists of 

two parallel long conducting rails along the longitudinal axis separated by  long insulator blocks. Another conducing block 

placed between the rails in sliding contact acts as the armature (Fig.1). When a high pulsed current is introduced in to the rails,  

a huge magnetic field is generated between the rails.  The armature behaves as the current carrying conductor in a magnetic 

field and tends to move according to Lorentz force Law (JxB). The rails experience large amount of repulsive force as well. 
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Essential requirement of the system is to generate a high current high voltage electrical pulse, peaking at 100's of kilo 

Amperes (kA) to few Mega Amperes (MA) [2]. Accordingly a Pulse Forming Network (PFN) was designed and developed to 

generate a current pulse peaking above 1 MA with a duration of few milliseconds. The components of the EM launch system 

are shown in Fig 2. The energy from the intermediate storage is delivered through high rating switches to the load (railgun 

launcher) through a power conditioning circuit. The PFN system consists of the capacitor bank, switches, pulse shaping 

inductor, interconnecting power transfer lines, and the EM launcher. Each of these components were modelled, simulated, 

analysed and optimised for the selection of appropriate parameters. Accordingly the systems are designed, fabricated 

assembled and tested. 

 

2. ENERGY STORAGE 

For  railguns  to  be  used  as  accelerators  for  military  purposes,  it  is necessary to deliver tens of MJs of energy in a 

matter of milliseconds with currents of the order of MAs. This requires an energy source of very high power rating (of the 

order of GWs).  Such requirements make the power source a complex system. This problem makes it imperative for the 

power supply to be a two staged system. First, the electrical energy from an electrical generator fed  from  a  prime  mover  is  

stored  into  an  intermediate  electrical energy  storage  device  (such  as  capacitor,  compulsator,  homopolar generator,  

inductor  etc)  which  can  store  energy  albeit for short duration  but  can  deliver  the energy quite rapidly. In the second 

stage the intermediate storage device transfers high power to the railgun through a pulse forming network 

The three primary types of pulsed power systems for electromagnetic launch are capacitive, inductive, and rotating 

electrical machine [4]. For field deployable systems the energy density (J/cc or J/g) of the systems must be high. Of the three 

sources rotating electrical machines (eg, Compulsator, Homopolar generator) have the highest energy density but the 

technology is complex and not readily available as these contain heavy masses rotating at very high speeds. Inductive energy 

 
Fig 3:  Modular configuration of Capacitor Bank 

 
Fig. 1 Principle  of Railgun – Schematic 

 

 

Fig. 2Components of EM Launch System Powered by a Capacitor Bank 
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storage systems contain low loss current carrying inductors which deliver a large current into the gun by means of an opening 

switch. In inductive energy storage systems, designing an efficient opening switch is the main challenge and often such 

switches are either destructive or limited to a smaller current.The summary of various pulsed power source with energy 

density is provided in Table I below: 

TABLE I 

COMPARISON OF PULSED POWER SOURCES FOR RAILGUN 

Device Method Energy density 

(MJ/m3) 

Capacitor Electrostatic 7 

Inductor Magnetic  140 

Rotor Inertial 640 

Battery Electrochemical 4000 

Flux compressor Chemical 5000-10000 

Capacitor bank based pulsed power systems are relatively less complex and have been used worldwide for gun applications 

[5] - [8].  The operation is simple but the energy density of the capacitors is low when compared to the other two sources and 

currently, the size of capacitor banks can be very large to match the energy content of a currently available gun propellant 

round. 

Armament Research & Development Establishment (ARDE)developed capacitors as energy storagefor itsRailgun. The 

capacitors are rated for 12 kV [9]. Capacitor Bank is arranged in modular configuration with ten modules of 400 kJ form 4 

MJ bank, as shown in Fig 3 

 

3. SWITCHING SYSTEM 

The modules are to be switched at currents above 150 kA at charging voltage of 11 kV. Simulation results indicate peak 

current rate, di/dt of 6kA/µs and action integral of 9MJ/Ω. Normal high current switches are not appropriate for these 

specifications and hence Ignitrons are used as switches which are mercury based switches [10]. 

A 16 channel trigger system capable of generating pulses of 1.8kV with 4 J energy at each channel was used to trigger the 

main switch. Effective triggering of crowbar was a real challenge. Various automatic triggering schemes were experimented.  

Finally an auto-trigger scheme was established by connecting the ignitor of the crowbar to the anode point through a resistor 

and diode. When the voltage reversal takes place, positive voltage comes at the anode and the crowbar ignitron gets triggered. 

 

4. POWER CONDIITONING 

The electrical current pulse from the energy storage has to be properly tailored as per the EM gun requirements [11]. In 

order to shape the pulse and limit the output current of the capacitor bank module each module is connected to the railgun via 

an inductor.The function of inductor is to limit the current and continue feeding the railgun even after the capacitors have 

been cut off from the main circuit. It may be noted that in case of pulsed power systems where large currents are involved 

each current carrying component experiences enormous force depending on the fields surrounding it. In case of pulse shaping 

inductor as well as the railgun, the fields are large and as such robust structures have to be designed.  

For the pulse shaping inductor bitter coil configuration (Fig 4) was chosen which consists of plates arranged in a coil like 

fashion rather than coil of wires [12]. The current flows in a helical path through the plates and the forces generated due to 

current flow is radially outwards and axial compressive. Bitter coil construction is simple and no external reinforcement is 

required to make it withstand the forces. The inductance can be increased or decreased by changing the number of plates 

stacked.  

The bitter coil has been designed and developed with inductance of 28 µH. It has been tested for currents upto 145 kA for 

an arc free operation [13].  

5. POWER TRANSFER LINES 

Two types of power transfer lines are used in the PFN -bus bar/sandwich lines and coaxial cable. It was decided to use 

busbarlines  for connecting capacitors, capacitors to the switches and pulse forming inductor.Coaxial Lines are used as 

transmission line between module and railgun. These components are designed for minimum inductance, resistance and 

electro magnetic forces with out causing proximity effects and dielectric breakdown. 

5.1 Busbar Lines : 

3 mm thick wide copper plates are used as Capacitor Interconnects. Positive and negative terminals are separately 

interconnected and 3mm thick Glass Reinforced Plastic (GRP) G10 sheets are used as insulator between the plates. 

Inorder to ensure minimum forces between the power transfer components, sandwich lines were used for connecting the 

capacitors to switches and Inductor. In sandwich lines the positive bus bar is sandwiched between the two parallel negative 
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bus bars. However due to the complexities associated with inter connection with ignitrons and proximity issues, sandwich 

lines were replaced by two line bus bars. 

5.2 Coaxial cable : 

This was used in connecting the Pulse forming Inductor to the Railgun. The cable need to be rated for 180 kA with 

working voltage of 15 kV RMS, as evaluated by simulation studies. It should have sufficient mechanical strength and heat 

dissipation capability. 

 

 As off the shelf cables failed to meet the requirement, a cable was designed and fabricatedas per design given by KA 

Jamison et al [14]. The cable consists of a 12 mm center conductor made of silver coated copper strands . The core position of 

the strands were counter wound from the outer strand for improved flexibility.The inner dielectric is PTFE tape wrapped and 

sintered Teflon with a wall thickness of 5.6mm. The outer conductor comprised of double braid of silver platted copper. Each 

layer was formed from 48 stranded wires which is made from ninteen 30 gauge strands. 

 
The outer dielectric was made of PTFE tape wrapped and sintered Teflon, with wall thickness of 1.6mm.A reinforcing mesh 

of Kevlar fiber woven over the outer dielectric provided additional strength. Above this is an outer jacket made from flame 

retardant polyether based polyurethane. 

 

 
6. EM LAUNCHER 

The rails carry current and are responsible for the generation of working magnetic field which propels the projectile using 

well known Faraday's law. In order to keep the rails intact and to avoid bulging of rails, containment structure is required. 

Unlike a conventional gun, the EM load is not as axi-symmetric as a chemical gun but concentrates more on the rails and part 

of the containment or support structure. The load is complex such that electromagnetic force varies in time and space along 

the railgun during launch. The load is also highly transient in nature due to the hypervelocity launch. ARDE railgun launcher 

is a bolted structure providing very high stiffness to the bore by means of GRP insulation housing with eighty pre-stressed 

M48 bolts, as shown in Fig 5. 

The rail-armature interaction n is a unique multi-physics problem and one of the major limitation in the realization of 

multiple shot railgun. A lot of studies are being carried out to limit ablation and gouging on the rail surface. Besides, thermal 

management of the rails is also important for multiple shot operation.  ARDE has developed simple Railguns of three 

different configuration, viz 

a.  12 mm square bore, 2 m long 

b.  30 mm square bore, 2 m long and  

c.  30 mm square bore 4m long.  

 
 

Fig. 5: 30 mm square bore, 4 m long Railgun (ARDE) 

 
Fig 4. Bitter coil configuration with the current flow directions in the 

components 
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The Railguns a, and b were test fired with 1.6 MJ capacitor bank and the 4 m railgun is test fired with 4 MJ capacitor bank. 

The ARDE railgun being used currently is shown in Fig 5. This gun enabled to realize the muzzle velocity beyond 2000 m/s 

for 120 g projectile. 

Also ARDE is on the verge of developing an Augmented Railgun, where an improved efficiency, lower operational 

currents and reduced rail degradation are expected.  

7. 4 MJ PULSED POWER SYSTEM 

The pulsed power system at ARDE comprises of several units of individual capacitors grouped together called modules [15]. 

The 4 MJ Capacitor Bank consists of ten 400 kJ modules. Each module comprises of capacitors connected in parallel, a main 

switching element, a crow barring switch and a pulse shaping element. The modules are designed such that each has a 

separate triggering unit and are independent of one another (Fig. 6). This helps in providing flexibility in shaping the current 

pulse. The switching of the modules can be either simultaneous or sequential depending on the requirement of the output load 

pulse. 

The performance was theoretically analysed and optimized with numerous circuit simulations using Microcap and Simulink 

software. The peak current obtained from the above simulations was well with in the design limit of 1.5 MA. The current 

reaches its peak value at about 1.6 ms.The time taken for projectile to exit a 4 m railgun is around 3.6 ms. Simulation studies 

have been validated with experimental results. The simulation results for 1.6 MJ capacitor bank and 4 MJ capacitor bank 

show excellent agreement with experimental data [16]. 

8. INSTRUMENTATION AND CONTROL SYSTEM 

To understand the performance of the Electromagnetic rail launcher and pulse power subsystems, a data acquisition system 

has been designed and developed. This include the development of the instrumentation (Sensors) to measure the signals 

involved in the subsystems of the Railgun and development of easy to use software to acquire and analyze the data from 

sensors. The system developed is performing reliably to acquire and analyze more than 150 channels.   

To trigger and control the subsystems involved in the railgun in, a control system has to be developed which should 

incorporate high voltage isolation, and free from EMI/EMC interference to provide reliable and robust control system. The 

development of the control system consists of two parts viz. the triggering and firing system for the Railgun and easy to use 

software to remotely control and monitor the subsystems involved in the Railgun. 

All these systems have been designed and developed such that there is an optical and galvanic isolation between the 

subsystems and control systems so that even in the event of any failure, safety has been taken care of. Care has taken to leave 

sufficient scope for addition of higher number of control channels to cater for future requirements. 

9. CHALLENGES IN REALISING THE SYSTEM 

The need of the sub systems and the components to with stand huge peak currents and mechanical forces created design, 

manufacturing and integration issues, which were mitigated with careful analysis, step-by-step testing and optimization. 

Initial module size was considered to be 200 kJ and was latter enhanced to 400 kJ as the former one require more number of 

components which made the system bulky. 

 

Each module need to handle currents beyond 150 kA peak at voltage of 11 kV. It was really challenging to operate the 

switches to handle these currents. Frequent conditioning of Ignitron switches and functional testing was essential to ensure 

proper operation. Also keeping the integrity of the pulse shaping inductor was difficult. The bitter coil used was of 

conducting bitter plates connected together by interleaving segmented plates. They are press-fitted using external clamping 

by using eight bolt-nut arrangements. Due to the heavy compressive force,  the plates undergo oscillation during every pulse 

and the bolting tends to loosen up after multiple firing. This leads to the loss of contact and internal arcing.  Added to that 

huge eddy current was developed on the external metallic clamping plate. This also tends to damage the bolting. Hence 

frequent bolt tightening or re-assembly of bitter coil was necessary.  

 
 

Fig 6:  400 kJ Capacitor modules at ARDE 

 



International Conference on Defence and Space Technologies, ICDST 2019, Aug 23-25, 2019, IET Lucknow, India 
 

                                                                                                                                                                                   131-137 

The bus-bar structure spread over a vast area and were separated by insulator. Huge separation between positive and 

negative bus bar induce considerable circuit inductance. Hence it was preferred to keep them closer. Keeping the insulation 

over the vast surface area, especially at high voltages was very difficult, as micro holes in some insulators and hygroscopic 

nature of some insulators adversely affected the electrical insulation requirement.  

Mega-Ampere current and the forces of tens of Mega Newton on the rail structure made the design and development of 

Launcher extremely challenging. Proper materials like Oxygen free Copper and Cr.Cu conductors are selected as the rail 

material and GRP G10 as the insulators. Parametric structural analysis was carried out to evaluate the size of the structural 

elements to confine the huge electro-mechanical forces. 

Development of a proper armature was another challenge in the absence of well defined analytical or computational 

methodology. Present gun used C-shaped armature developed based on various mechanical, electrical and structural 

consideration by stringent parametric analysis. 

10. EXPERIMENTAL RESULTS 

More than 500 static firings and more than 30 railgun firings were carried out with all the three configuration of Railguns. 

Capacitor banks of 1.6 MJ and 4 MJ had been setup at ARDE which acted as the power sources for the firing.  

Static testing is carried out at different voltage to validate the system assembly & simulation results. The rails are shorted 

with coppers bars at breech end of the railgun to carry out static testing. The current profile is in good agreement with the 

theoretically modeled pulse.  

Projectile firing was also carried out with projectile masses varying from few gram up to 120 g at different charging 

voltages. The current and velocity profiles were compared with the simulated values after each firing.   

Test firing of 120 g projectile with 1.6 MJ capacitor bank at 8kV generated current pulse peaking above 570 kA, which 

imparted a muzzle velocity of 750m/s.  The most significant firing was of 120 g projectile with 4 MJ Capacitor Bank at 7.8 

kV under simultaneous triggering. The firing resulted in muzzle velocity of 2024 m/s,very  

close to the velocity estimated theoretically. Peak current achieved in the test firing was 1095kA, as against simulated value 

of 1110kA (Fig 7). The velocity profile is presented in the Fig 8. 

 

 

 

 
Fig 7: Current Profile at hyper velocity firing 

 

 
Fig 8:  Velocity Profile of Hyper velocity firing 
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11. CONCLUSION 

As the chemical propellant based conventional armament technology has reached a saturation value as far as velocity is 

concerned, newer technologies like EM gun is being pursued with great vigour. The railgun, though an electromagnetic 

accelerator, is much complex than an intricate electrical system. Even if the size of the energy storage equipment and the 

pulse power system is not an issue, mechanical,  thermal  and  material  constraints  will  continue posing challenges for a 

practical military grade railgun realization. Development of ablation and gouging resistant rails is necessary. The tribology of 

the rail-armature interaction needs to be studied to engineer effective rail armature interface. 

In line with worldwide trends, ARDE has also started its railgun program with a goal to fire projectile masses above 0.5kg 

to 2000 m/s. Extensive simulation study has been carried out for the design of the pulsed power and railgun. The 

experimental results are found in agreement with the simulation results. A peak velocity of 2024 m/s was achieved for 120 g 

projectile. 
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Abstract—The combination of Pixel value difference (PVD) and Least Substitution Bit (LSB) is one of the efficient 

technique for digital image steganography. This paper improvises the existing eight directional PVD and LSB method by 

using an appropriate neighbourhood. Normally, in combination of PVD and LSB technique, 3x3 block size is considered 

for embedding of data. Through experimental simulation it is shown that performance of  the existing techniques can be 

improved by considering 3x2  block size in terms of PSNR, Capacity and Quality index.   

 

 

Index Terms—Steganography, PVD, LSB technique, PSNR, Hiding Capacity 

 

1. INTRODUCTION 

 

Least significant bit (LSB) is an old method for doing steganography in which the last significant bit of the pixel of cover image 

are replaced by bits of secret image bits. The replacement upto 3 bits in the cover image is undetectable by the human eye. LSB 

provides the high embedding capacity than any other method. Wu and Tsai [1] researched that edge region of any image tolerates 

larger changes of pixel values than those in smooth areas. Thus the more amount of data can be concealed in edge region than the 

smooth region. On this principle another technique ‘pixel value differencing’(PVD) has introduced for doing steganography. In 

this technique a pair of pixel is taken and the difference between these two pixel are calculated,  using the difference value 

between these pixel a new pixel values are assigned for both these pixel values. The LSB substitution offers a high  embedding 

capacity and PVD offers a higher imperceptibility and combining both these method of steganography[9] we can get both a 
higher hiding capacity and better imperceptibility. Firstly Khodaei used this hybrid approach of combining LSB substitution and 

PVD in 1 × 3 pixel block and then 2 × 2 size pixel block to exploit the edges in more than one direction to  

getbetter performance [2]. In 2 × 2 pixel block[8] the three directions of edges are considered. Chang and Tseng proposed  

the 2, 3, and four neighbouring pixels to perform PVD steganography [3]. The technique which was traditionally used for PVD 

suffers from some problem of step effects in pixel difference histograms of stego images. This problem can be avoided by using 

two thing, (i) exploiting the edges in multiple directions[7] and (ii) using adaptive range table. There are papers which has been 

proposed based on considering these two thing to avoid step effects. Luo et al. given the paper[4] on adaptive PVD 

steganography with three pixel block which does not suffer from step effects. The problem of using adaptive steganography is 

that it posses lower hiding capacity. Swain has proposed the hybrid scheme of PVD and LSB substitution for steganography on 

3 × 3 pixel block[5]. The scheme on 3 × 3 pixel block exploited the eight-directional PVD by finding difference in eight 
direction. In this technique LSB substitution is done on single pixel value so RS analysis cannot detect it and using edges in 

multiple direction the PDH analysis cannot detect it. This paper proposes the same algorithm proposed by the Swain on the pixel 

block of size 3 × 2 which exploit the edges in five-direction and gives a better performance in terms of PSNR , Quality index 

and capacity[6].  

 

2. Proposed Technique 

The first part of proposed technique algorithm is embedding and the second part is extraction. The embedding  is done using 

range table.1 on a pixel block of size  3x2 which exploit the edges in five direction. The blocks are formed in non overlapping 

manner. Let us denote the 3 × 2 block as shown in fig.1. The centre pixel is denoted as O and the surrounding pixel as 

b1 b2 b3 b4 b5 . Next ‘t’ bit LSB substitution is done on reference pixel O and  the changed stego value of reference pixel is O′. 

The final value of reference pixel valueO′ is decided by some calculation.  
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The last t bit of O is taken whose decimal (integer) value is B1 and the last t bit of stego reference pixel O′ whose decimal 

(integer) value is B2. Now find the deviation, dev=B1-B2. Finally value of O′ is given by this as given: 

 

 
 

         O′ = {
O′ + 2𝑡  , if dev > 2𝑡−1 and 0 ≤  O′ + 2𝑡 ≤ 255

O′ − 2𝑡 , if dev < 2𝑡−1and 0 ≤  O′ − 2𝑡 ≤ 255
O′ , otherwise

   (1)     

 

 
Thus the final modified O′ is taken and 5 difference value is calculated for i=1 to 5 as given in equation (2). 

 

 

 d(i)= |O′ −  bi |                                    (2) 

 
the difference value d(i) belongs to one of the six ranges. Every range has its own lower bound as l1 and hiding capacity as t1 for 

the range d1. Thus l2, l3, l4 and l5are the lower bounds and t2,t3,t4 and t5 are its hiding capacities of the difference values 

d2d3d4 and d5 respectively. 

 

Now take t1,t2,t3,t4 and t5 bits of secret image and convert it into their decimal values as s1, s2, s3, s4 and s5  respectively.  

 

Now for i=1 to 5 calculate new values using the lower bound of every difference value di and add it with the respective decimal 

value of t bits given as: 
 

 

d′(i)=li +  si(3) 
 
Now for i=1 to 5 new values of  P′and P′′ is calculated as given : 

 

 
 
𝑝′ = 𝑂′ − 𝑑′

𝑖
                           (4) 

   
𝑝′′ = 𝑂′ + 𝑑′

𝑖
 (5) 

 

 
After calculation of p′ and  𝑝′′ , the value of  b′

i is taken by the given formula  

 

 

bi
′ = {

pi
′ if |bi − p′

i
| < |bi − p′′

i
| and 0 ≤  pi

′′  ≤ 255 

pi
′′, otherwise

(6) 

 

 
Finally all the stego pixel O′, b1

′, b2
′, b3

′, b4
′, b5

′
after hiding t, t1, t2, t3, t4 and t5 bits of data  in O, 𝑏1, b2, b3, b4, b5 respectively 

is obtained. The example of embedding algorithm can be seen in fig.1. 
 

 

 

 

 

2.1 Example of embedding and extraction algorithm 

 

The algorithm for extraction are applied similarly on 3 × 2 pixel block in an non overlapping manner. The block of 

required size is taken from the stego image and then at starting directly t bit is extracted from the stego block 
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reference pixel(O′). Then the five surrounding pixel value is taken and each pixel value is subtracted from reference 

pixel as given in below equation (7) : 

 
 

137 57 

130 88 

 88 112 

 

     Secret bits array:  

010111110001111100010 

 

        88=(1011000)
2

=O 

After embedding t bit ‘010’ 

from secret bits array 

(1011010)
2

= 90 = 

O′
=90 

 

 

137 57 

130 90 

 88 112 

d1 = |90 − 137|=47 

 d2 = |90 − 57|=33 

 d3 = |90 − 130|=40 

 d4 = |90 − 88|=2 

 d5 = |90 − 112|=22 

 

 

l1 = 32 s1 = 7 

l1 = 32 s2 = 6 

l1 = 32 s3 = 1 

l1 = 0 s4 = 7 

l1 = 16 s5 = 4 

 d′
1 = 32 + 7=39 

d′
2 = 32 + 6=38 

d′
3 = 32 + 1 = 33 

d′
4 = 0 + 7=7 

d′
5 = 16 + 4=20 

 p′
1

= 90 − 39=51 

p′
2

= 90 − 38=52 

p′
3

= 90 − 33=57 

 

p′
4

= 90 − 7=83 

p′
5

= 90 − 20=70 

 

 

 p′′
1

= 90 + 39=129 

p′′
2

= 90 + 38=128 

p′′
3

= 90 + 33=123 

p′′
4

= 90 + 7=97 

p′′
5

= 90 + 20=110 

 

 b′
1=129 

b′
2=52 

b′
3=123 

b′
4=83 

b′
5=110 

 

129 52 

123 90 

 83 110 

 

         Figure:1: Embedding algorithm example 
 

 

di
′ = |O′ − b′

i| (7)                                                                               

 

Then check the range of each d′
i from the range table.1. After deciding the range, select its lower bound value. The range decides 

the number of ‘t’  bits to be extracted. After this the five difference value is calculated as given in eq(8) 

 

𝑠𝑖 = |di
′ − li|            (8)                                                                                     

 
All the obtained 𝑠𝑖 value is taken and converted to binary number of t bits as decided by each range. At last all the  

s1, s2,s3,s4 and s5 are converted into their binary bits respectively. 

Original block 
 

Reference 

pixel=88 

Original block 
with changed 

reference pixel 

Stegoblock 
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3. 8 directional PVD and LSB substitution of pixel block 𝟑 × 𝟑 block 

The cover image is divided into non overlapping block of size  3 × 3 . Let us denote the 3 × 3 block as shown in fig.3. where the 

total elements in the block is the reference pixel ‘O’ and the 8 surrounding pixel as b1 ,b2 , b3 ,b4,b5 ,b6 , b7  and b8 . The algorithm 

of embedding  is done on using range table.1. This block exploit the edges in eight directions.  

 

 

 

 

 

 

 

 
 

 

Fig.3Original and stego block of size  3 × 3 

 

 

Next ‘t’ bit LSB substitution is done on reference pixel O and the the changed stego value of reference pixel is O′. The final 

value of reference pixel value O′ is decided by some calculation. The last t bit of O is taken whose decimal (integer) value is B1 

and the last t bit of stego reference pixel O′ whose decimal (integer) value is B2. Now find the deviation, dev=B1-B2. Finally 

value of O′ is given by this as given in eq.(9). 

 

 

         O′ = {
O′ + 2𝑡  , if dev > 2𝑡−1 and 0 ≤  O′ + 2𝑡 ≤ 255

O′ − 2𝑡 , if dev < 2𝑡−1and 0 ≤  O′ − 2𝑡 ≤ 255
O′ , otherwise

(9) 

 

 

Thus the final modified O′ is taken and 8 difference value is calculated for i=1 to 8 as  

 

d(i)= |O′ − bi |                           (10) 

 

 
the difference value d(i) belongs to one of the six ranges. Every range has its own lower bound as l1 and hiding capacity as t1 for 

the range d1Thusl2, l3, l4 , l5, l6, l7 and l8are the lower bounds for the difference values d2, d3, d4, d5, d6, d7 and d8. 
Take t bits of secret image bits and convert it into their decimal values as s1, s2, s3, s4, s5 ,s6 , s7 and s8  respectively.  

 

Now for i=1 to 8 calculate new values using the lower bound of  every difference value di and add it with the respective decimal 
value of t bits given as: 

 

 

 d′(i)=li +  si(11) 

 
Now for i=1 to 8 new values of  P′and P′′ is calculated as given : 

 

p′ = O′ − d′
i                   (12) 

p′′ = O′+ di
′
 (13) 

 
 

After calculation of p′ and  𝑝′′ , one value of  b′
i is taken by this formula  

 

 

 

bi
′ = {

pi
′ if |bi − p′

i
| < |bi − p′′

i
| and 0 ≤  pi

′′  ≤ 255 

pi
′′, otherwise

(14) 

b1 b2 b3 

b4  b5 

b6 b7 b8 

b′
1 b′

2 b′
3 

b′
4 O′

 b′
5 

b′
6 b′

7 b′
8 

(a) Original 

block 

(b) stego block 

 

O 
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In extraction part a 3 × 3 block size is taken from the stego image and 8 difference values of di
′ = |O′ − b′

i|are calculated and 

then 8 values of 𝑠𝑖 = |di
′ − li|. At last all the  s1, s2,s3,s4, s6,  s7 and s8 are converted into their binary bits respectively which are 

the desired secret bits of secret image. 

 

 

4. Experimental Results  

All the standard RGB color images are taken from SIPI database which are used in image processing for testing. The embedding 

and extraction algorithm are performed on MATLAB. All the images are of size 512× 512 and the resultant stego images for  

3 × 2  and 3 × 3 block size are shown in fig.4. Table.3 and table.4 are used to show the performance of PVD and LSB 

substitution method by using  3 × 3and 3 × 2  block size, respectively.  
 

 

The evaluation parameters are  PSNR,   capacity and  Quality Index which are shown by eq.no (16), (17) and (18) respectively.  

 

MSE =  
1

m×n
∑ ∑ (pi,j − qi,j)

2n
j=1

m
i=1 (15) 

 

 

PSNR = 10 × log10
255×255

image size in bytes
(16)               

 

 

Hiding capacity is the total number of bits that an image can conceal. The bits per byte(BPB) shows the average capacity that an 
image can conceal. It can be defined as given in equation (17).  

 

 

BPB =
Hiding Capacity

Image size in Bytes
(17) 

 

 

Quality index parameter is the measure of structural similarity between the original and stego image. It is denoted by ‘Q’ and its 
maximum value can be 1. The formula for calculating ‘Q’ can be given as in eq.(18) 

 

 

Q =
4σusu̅s̅

[(σu
2 +σs

2)(u̅2+s̅2)]
(18) 

 

 

Where u̅ stands for the mean pixel value of original image and s̅ is the mean pixel value of stego image. σu
2is the standard 

deviation of pixel values of original image and the σs
2 is the standard deviation of stego image and σus is the covariance between 

original and stego image. The following (19), (20), (21), (22) and (23) equations respectively shows the above defined 

parameters:  

 

 

u̅ =
1

m×n
∑ ∑ uij

n
j=1

m
i=1  (19)     

 

 

s̅ =
1

𝑚×𝑛
∑ ∑ 𝑠𝑖𝑗

𝑛
𝑗=1

𝑚
𝑖=1      (20) 

 

 

σ2
u =

1

m×n−1
∑ ∑ (uij − u̅)2n

j=1
m
i=1       (21) 

 

 

𝜎2
𝑠 =

1

m×n−1
∑ ∑ (sij − s̅)2𝑛

𝑗=1
𝑚
𝑖=1 (22)  
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σus =
1

m×n−1
∑ ∑ (uij − u̅)(sij − s̅)n

j=1
m
i=1     (23)   

 

 
TABLE.4 Results of Swain’s algorithm on 3 × 2 pixel block 

 

Image size 

512× 𝟓𝟏𝟐 × 𝟑 

     

PSNR 

           

Q 

   

Capacity 

      

BPB 

Airplane 27.3200  0.9690 2356243 2.9961 

Pepper 28.2325 0.9888 2355705 2.9954 

Fruits 28.4975 0.9879 2355615 2.9953 

Lena 29.7560 0.9903 2352834 2.9944 

Average 26.9515 0.9850 2354941 2.9953 

 

 

 

TABLE.3.  Results of Swain’s algorithm on 3 × 3 pixelblock   

 

 

 

 

 

 

 
 

 

 
 

 

 

As shown in Table.3 and 4, it is inferred that the results for 3×2 block size are better than 3×3  block size in terms of 
psnr, quality index and hiding capacity.   
 

Fig.1. Original and stego images of (3 × 2) and (3 × 3) block size. 
 

Image 

size 512×
𝟓𝟏𝟐 × 𝟑 

     PSNR           Q     

Capacity 

     BPB 

Jet 25.2361 0.950 2347672 2.9852 

Pepper 26.1480 0.982 2317085 2.9463 

fruits 26.1651 0.979 2347045 2.9844 

Lenna 26.4722 0.979 2344311 2.9809 

Average 26.00535 0.979 2339028 2.9742 

   

 Lena original image 

Lena Stego Image 

with (3× 2) block 

size 

Lena stego Image 

(3× 3) block size 
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5. CONCLUSION 

In this paper, a technique based on combination of LSB substitution and PVD has been presented. Instead of 3 × 3,   3 × 2,  

block size is used to utilize the five directional edges, which helps in improving the performance of the technique in terms of 

psnr, hiding capacity and quality index. The LSB substitution in steganography provides a high embedding capacity and PVD 

technique provides a higher imperceptibility. Thus the hybrid technique of LSB and PVD provides steganography of higher 

embedding with higher imperceptibility. Efficacy of the proposed algorithm is shown on different standard cover and stego 

images.  
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Abstract—Clustering can be a type of un-supervised machine learning technique that groups objects inside a dataset based on their 

resemblance. Clustering techniques which are based on density focuses on collecting objects through the use of objects density data in 

the clustering method. Different types of clustering techniques based on density were researched in this paper. A fresh method based on 

clustering data density based on an independent algorithm of data density has been discussed that can be applied to techniques such as 

pattern recognition, matching and classification. A comparison has been provided between data density and k-means clustering. The 

results of the experiment show that this method can be used to fix problemsdata sets with nested objects of varying densities. 

Keywords—Autonomous clustering, Data density, unsupervised machine learning, Data Mining. 

1. INTRODUCTION  

In information analysis and machine learning environments, including data mining and image segmentation, clustering is 
helpful. Clustering has a number of computer science applications as well as many distinct areas outside computing. Clustering 
can be used in market studies to form groups of clients with comparable requirements. In bioinformatics, to study hereditary 
diseases, it is used to define gene groups with comparable patterns of expression. It can be used in chemistry to classify 
chemical compounds. In the areas of astronomy, psychiatry, archeology and climate science, there are numerous other 
applications. There are also several ways or categories of these clustering algorithms.   

Clustering algorithms can be approximately categorized into seven groups, especially “hierarchical algorithms”, “density-
based algorithms”, “partitional algorithms”, “graph-based algorithms”, “combinational algorithms”, “grid-based algorithms”, 
and “model-based algorithms”. Clustering methods based on density job on the premise that clusters exist in fields with greater 
data space density. Thus, a local mode or peak density function can characterize each cluster. Two primary benefits of this 
algorithm are the capacity to find clusters of distinct shapes and sizes even in outer information set and the number of clusters 
does not need to be specified by customers.The proposed method, algorithms based on density, distinguish dense regions 
which are measurements separated by regions of low density. One of the most popular clustering methods based on density is 
the density-based spatial clustering of noise-based applications (DBSCAN), which works on grouping data samples that are 
very close together in the data space, and marking data samples that are alone in low density as outliers. 

DBSCAN delivers high-quality output, but it depends on two parameters indicated and MinPts. It is time consuming to 
look for each object's nearest neighbors within the development of the cluster and to select distinct starting points result in quite 
distinct implications. The article focuses on attaining an independent clustering scheme based on information density that will 
decrease end-user dependence to define clustering parameters.[3] 

The rest paper is organized as follows. Section 2 gives a summary of the related works. In Section 3, the algorithm of 
proposed scheme is presented. Finally, Section 4 concludes the paper and gives some future research. 

2. RELATED WORK 

For several centuries, numerous clustering algorithms have been suggested. These clustering algorithms are loosely split 
into five classifications by distinct methodologies: algorithms based on partitioning, hierarchy-based, density-based, graph-
based, and model-based. Partitioning-based clustering algorithms partition a data set by the distance from the point to the 
cluster middle into various clusters, but the amount of output clusters requires specialist or user to be specified. [5] 

 The benefit of this form of clustering algorithms is their simplicity and effectiveness. However, the clustering findings are 
prone to non-convex noise and information distribution. K-means and their variants are typical algorithms of this category[ 6, 
7]. 

Fuzzy c-means is one of the fuzzy clustering algorithms that can allocate a data point to all clusters with a certain degree of 
affiliation. Hierarchical-based cluster algorithms sometimes obtain a dataset cluster structure referred to as a dendogram that 
can be a stratified tree structure that shows objects internal connections. The dendogram can be developed by agglomerating 
where considered each object as a cluster or splitting where considering as a cluster the complete dataset.[8] 

 There are square measure single-link and full-link stratified cluster algorithms on the concept of the linkage criterion [9].  

The drawback of this sort of algorithms is that after building a dendogram for an oversized dataset, it is computationally 
preventive. Xu, et al. scheduled a mainly based stratified clump density peak methodology, which produces clusters directly on 
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each achievable clump layer and presents a grid granulation structure to change DenPEHC to cluster large-scale and high-
dimensional datasets(LSHD][10]. 

A perform model is sometimes used by DBSCAN and stateless person algorithms to predict the indigenous density for each 
item in a very dataset. This method classifies objects into three types viz. key objects, boundary objects and outliers, by the 
number of neighbors in the neighborhood of Eps. In addition, the algorithmic program of the NBC uses the magnitude 
relationship between reverse k-nearest neighbors and k-nearest neighbors to live the native density of objects[11]. However, 
the numerous overlaps between clusters can not be noticed by “DBSCAN or NBC” and causes a slip-up in clump. 

Recently, a rapid density-based clustering algorithmic program referred to as a stateless individual is scheduled in   [4], 
which utilizes dc-neighborhood to estimate indigenous density for points and requires π to search the cluster center as a 
performance. Zhu, et al. scheduled an algorithmic density-ratio clump program that could determine and evaluate the situation 
under which the density-based clump algorithms fail, but the “ReCon-DBSCAN” algorithm program needs one additional 
parameter in DBSCAN and “ReScale-DBSCAN” wants two additional parameters in “DBSCAN”.[12] 

A graph like the “kNN graph”, “MST” chart was backed by graph-based clustering algorithms to partition data into 
clusters. Vertexes and therefore edge weights within the graph depict objects and similarities between objects in a severe 
manner. For example the “Local time-based algorithms”, recognize the biggest k-1 weights in the MST chart and take them 
back to create k clusters.[13] 

The “CHAMELEON algorithmic” program is predicated on the kNN graph, which first divides the kNN graph into sub-
graphs, then fuses sub-graphs to create a hierarchical data structure in accordance with a dynamic model[14]. “Gan et al.” 
scheduled a graph-based algorithmic clump program called "likelihood propagation," which could determine clusters with 
spherical shapes and non-spherical shapes[15]. 

Model-based algorithms of clustering take into consideration that sample observations emerge from a distribution that is a 
set of two or a lot of components and that each portion of the blend can be a cluster. These models incorporate Gaussian 
model[16], Latent Dirichlet Allocation[17], etc.  

The primary algorithmic program of expectation-maximization is to infer the parameters in a very combination of 
“Gaussian models”. “EM algorithmic program”, however, suffers from the slow pace of convergence and hence the risk of 
optimum neighborhood. Key disadvantages of model-based clustering algorithm square measure that they are originally 
susceptible to model parameter selection and therefore cluster range.[18] 

3. AUTONOMOUS DATA DENSITY BASED ALGORITHM 

The Autonomous Data Density based algorithm was provided based completely on the empirical observations of the discrete 

information samples and data density corresponding to this dataset. The technique requires no user or problem-specific 

threshold to be predefined and can extract the cumulative closeness of the information sample, its eccentricity and density. As 

with several other current clustering algorithms, it does not involve users to suggest parameters. 

Stage 1: Preparation  

In this primary stage, for every unique data sample 𝒖𝑖∈{𝒖}𝑁, {𝒖}𝑁⊆{𝒙}𝐾, its local unimodal density 𝐷𝐿 is calculated,based 

on below equation: 

(𝒖𝑖)=Σ(𝒙)𝑑(𝒙,𝒖𝑖)≤𝑑̅2𝑁𝑖𝑞𝐿(𝒖𝑖),                                      (1) 

where 𝑞𝐿(𝒙) is the cumulative proximity measure locally for all the data samples located in the hypersphere with “𝒖𝑖” as its 

centre and “𝑑̅ “ as its radius,”𝑁𝑖” is the number of data samples located within this “hypersphere”; “𝑑̅ “is the half of the 

average standardized “Euclideandistance” between the data samples within {𝒙}𝐾 and is calculated as:  

𝑑̅2=Σ(𝒙𝑗) 𝐾𝑗=12𝐾2=ΣΣ𝑑2(𝒙𝑗,𝒙𝑘)𝐾𝑘=1𝐾𝑗=12𝐾2                             (2) 

 

Stage 2: Building the prototypes: 

The cluster formation begins with the data sample with the maximum “𝐷𝐿”: 
 

𝒖𝑚=argmax𝑖=1,2,…,𝑁(𝐷𝐿(𝒖𝑖)) (3) 
Then, all the data samples within the hypersphere with “𝒖𝑚“as the centre and “𝑟=𝑑̅4” as the radius are found out as the initial 

member of the first cluster ℂ1, and they are ranked based on their standardized Euclidean distances to 𝒖𝑚 in an ascending 

order, which means: 

 (𝒛1,)=0≤(𝒛2,𝒖𝑚)≤⋯≤𝑑(𝒛𝑆1,𝒖𝑚) (𝒛𝑖∈ℂ1), and the number of members within ℂ1 is denoted by 𝑆1. The descending speed of 

𝐷𝐿 at ℂ1 is calculated as:  

𝐷𝐿′(𝒛𝑖)=𝐷𝐿(𝒛1)−𝐷𝐿(𝒛𝑖);                                               (4) 

𝑖=2,3…,𝑆1.  

The following condition is checked in regards to 𝐷𝐿′:  

𝐶𝑜𝑛𝑑𝑖𝑡𝑖𝑜𝑛1: 

𝐼𝐹 (𝐷𝐿′(𝒛𝒊)≤E(𝐷𝐿′(𝒛))+𝑠𝑡𝑑(𝐷𝐿′(𝒛)), 

∀𝑖=2,3,..,𝑆1) 

𝑇𝐻𝐸𝑁 (𝐷𝐿(𝒛) 𝑑𝑒𝑐𝑟𝑒𝑎𝑠𝑒𝑠𝑠𝑚𝑜𝑜𝑡ℎ𝑙𝑦) 

𝐸𝐿𝑆𝐸 
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𝑇𝐻𝐸𝑁 (𝐷(𝒛) 𝑑𝑒𝑐𝑟𝑒𝑎𝑠𝑒𝑠𝑠ℎ𝑎𝑟𝑝𝑙𝑦𝑎𝑡𝑎𝑐𝑒𝑟𝑡𝑎𝑖𝑛𝑝𝑜𝑖𝑛𝑡) (5) 

 

If Condition 1 is met, it means that ℂ1 is not fully satisfied and the radius of the hypersphere around “𝒖𝑚” is extended 

allowing more data samples (𝑟←𝑟×1.1) to be included in ℂ1. In that case, the process is repeated until Condition 1 is 

unsatisfied. 

Once Condition 1 is unsatisfied, it means that (𝒛𝑖) decreases sharply at the knee point, denoted by “𝒖𝑘” where there may be 

more than one knee points. In  that situation, the hypersphere around “𝒖𝑚” includes data samples from two or more clusters, 

and (𝒖𝑘,) is the maximum radius of the hypersphere around “𝒖𝑚” which includes data samples from the same cluster. By 

finding out all the data samples in {𝒙}𝐾 within the range of 𝑑(𝒖𝑘,𝒖𝑚) around 𝒖𝑚, ℂ1 is fully formed: 

ℂ1←{𝒙|𝑑(𝒙,𝒖𝑚)≤𝑑(𝒖𝑘,𝒖𝑚),𝒙∈{𝒙}𝐾}. After the formation of ℂ1, all its members are excluded from {𝒖} , {𝒙}𝐾 and the 

cluster formation starts again by finding out the next 𝒖𝑚. The cluster formation process will not stop until {𝒖}=∅.  

During the cluster formation process, there may be some data samples spatially isolated from the majority, which means that 

(𝒖,)>𝑑̅4 (𝒖∈{𝒖}𝑁𝑎𝑛𝑑𝒖≠𝒖𝑚), for this kind of 𝒖𝑚, it forms a cluster by itself. 

 

Stage 3: Cluster Fusion  
Since the preceding phase can generate too many subtle clusters, the fundamental overlapping clusters are combined together 

at this point. The fusion operation starts with the smallest support from the cluster and ends when there is no interruption with 

the one with the largest support. 

C1, Condition 2 is checked from the lowest cluster, which also includes the inequality of Chebyshev in the form of 

standardized excentricity: 

𝐶𝑜𝑛𝑑𝑖𝑡𝑖𝑜𝑛 2: 

𝐼𝐹 (𝜀𝐿,𝑖(𝝁𝑗)<𝜀𝑜) 𝑂𝑅 (𝜀𝐿,𝑗(𝝁𝑖)<𝜀𝑜) 

𝑇𝐻𝐸𝑁 (ℂ𝑖𝑎𝑛𝑑ℂ𝑗𝑎𝑟𝑒𝑚𝑒𝑟𝑔𝑒𝑑𝑡𝑜𝑔𝑒𝑡ℎ𝑒𝑟),                  (6) 

 

where 𝑖=1,2,…,𝐶−1 and 𝑗=𝑖+1,𝑖+2,…,𝐶; 𝜀𝑜=5, which corresponds to the 2𝜎 rule; 𝜀𝐿,𝑖(𝝁𝑗) and 𝜀𝐿,𝑗(𝝁𝑖) are the standardized 

eccentricities calculated locally within the ithand jthclusters, respectively, and are expressed as (𝑖≠𝑗):  
𝜀𝐿,𝑖(𝝁𝑗)=Σ𝑞𝐿,𝑖(𝒙)𝒙∈ℂ𝑖+2Σ𝑑2(𝒙,𝝁𝑗)𝒙∈ℂ𝑖2(𝑆𝑖+1)Σ𝑑2(𝒙,𝝁𝑗) 
                                                                                        (7) 

𝒙∈ℂ𝑖.                                                                              
Once For example, once two clusters, Ci and Cj, are merged together (ℂ𝑖←ℂ𝑖+ℂ𝑗), the new cluster center and support are 

calculated. If Ci needs numerous clusters to be merged, it will be combined with the closest one. Then, in terms of their 

supports, all current C−1 clusters are re-ranked in the descending order and condition 2 is again verified for another round.  

After all the potentially overlapping clusters have been merged, the remaining clusters are considered the data pattern's main 

modes and the offline algorithm uses the clusters as the final output. 
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Figure 1:Flowchart of Autonomous Data Clustering 

4. SIMULATION RESULTS 

In order to test the performance of the newly proposed clustering method, several artificial and benchmark datasets were 
used in numerical experiments. The artificial datasets were used to test the accuracy of the method, and the benchmark datasets 
were used to ensure that the method is applicable to real cases. 

Two artificial and two benchmark datasets were used in experiments with Euclidean type of distance: 

1) The first dataset contained 7 clusters of Gaussian. 

2) The second dataset had 7 clusters Gaussian. 

3) Iris Dataset with 3 clusters. 
 

Table 1: Gaussian100b dataset 

     Number of Samples Number of Distinct Clusters 

      700        7 

 

Table 2: Cluster Centres 

 

                       X               Y 

0.0247359137171717 0.0692837050505051 

0.899709494949495 0.466215454545455 

0.120144909090909 0.946071616161616 

0.669202600000000 0.830200300000000 

0.491926300000000 0.297908400000000 

0.449118811881188 0.865216831683168 

0.0917844299019607 0.238155392156863 
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Table 1 and 2 show the cluster centres of the clustered dataset obtained from the proposed method and the k-means method. 

For the gaussia100b the obtained cluster centre are the same.  

Figure 2 shows the clustering plot for the proposed method. As can be seen, 7 distinct cluster groups are obtained shown in 

various different colors. 

 

 
Figure 2: Clustering Plot 

 

Figure 2 shows the cluster plot for k-means algorithm. As can be seen the k-means method is able to identify only 6 distinct 

clusters of data. Thus, it shows the effectiveness of the proposed method over k-means clustering method 

 

 
Figure 3: K-means clustering plot 

 

 

 
Figure 3: Clustering Plot for proposed and k-means for Dataset 2 

 

 

Figure 3 shows the clustering plot for dataset 2. The proposed method is able to divide the data into 7 distinct clusters 

whereas the k-means divides it into 6 clusters only.  
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5. COCNCLUSION 

This research work presented a comprehensive research on clustering techniques. Some of the common data clustering 
methods have been studied especially related to data density based clustering. A method was proposed based on “Autonomus 
Data density clustering” and the algorithm has been implemented using MATLAB software tool. For comparison of the 
proposed algorithm k-means clustering method which is one of the most commonly used method in the field of data clustering 
and data mining is used. The algorithm was applied on various datasets containing different number of samples. Numerical 
experiments demonstrate that this technique can display outstanding clustering efficiency compared to other techniques that 
use different types of previous information or assumptions without any user input. Because of the benefits of no user input 
requirements and the self-generation of collection information properties estimators of clustered datasets, this new technique is 
a very appealing and efficient data analytics instrument. 
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Abstract—The Space craft wheel drive electronics and Launch vehicle inertial sensor electronics typically require low power, low 

noise power supplies. Commercially available options for Space & MIL grade dc-dc converters operating in input range of 24 - 45V 

have limited features and performance in terms of EMI, output voltage lines, ripple and efficiency.To improve power supply 

performance in inertial systems, an indigenous 6W isolated Space and MIL qualified DC-DC Converter has been realized as a 

Hybrid Micro Circuit (HMC).Weight of the converter realized is 50grams and efficiency up to 70% has been achieved. Design of 

converter incorporates critical safety features like short circuit and over voltage protection, which are required for high-reliability 

space applications. HMC dc-dc has also passed EMI tests as per MIL-STD-461C standard. This paper discusses the converter’s 

technical aspects and challenges in realization along with achieved performance and comparison with existing converters. 

Keywords—Hybrid Micro Circuit, Flyback, Current mode control, EMI, Space Grade, MIL, House Keeping Bias 

1. INTRODUCTION 

The Earth imaging satellite reaction wheel drive electronics and launch vehicle inertial sensors electronics require low 
power, low voltage ripple and better transient response dc-dc converters. The raw bus voltage range in launch vehicle and 
space craft is 26 – 36V and 28 – 42V respectively. To address both voltage ranges, converters are designed to operate in input 
range of 24 – 45V. Table 1 gives the typical dc-dc converter requirements of wheel drive and inertial sensor electronics. The 
technical specifications and qualification levels of converters to operate in space are more comprehensive compared to 
industrial or commercial standards. Critical design parameters include selection of components, MIL-STD-461C compliance, 
MIL temperature range, radiation tolerance, output noise, efficiency, regulation and size constraints. Presently available Hi-Rel 
dc-dc converters offer output voltages in the range ±5V, ±7V, ±12V, ±15V etc., lower efficiency at typical and light loading 
conditions, output cross regulation (up to 5%) and output voltage ripple (up to 50mVpp). Flyback converter is used for dc-dc 
conversion and electrical isolation since they are simple to operate, have minimum component count and are small in size. The 
topology along with forward converter is the recommended one for space applications. The current mode control is selected 
due to features like inherent pulse by pulse current limiting & simpler control loop compensation. Post regulators ensure very 
tight cross regulation at a slightly lower efficiency. The regulation is ensured using a House Keeping Bias (HKB) and feedback 
of primary current. Flybacktransformer is realized with lowleakage inductance, which reduces the MOSFET off state peak 
voltage, and improves line, load & cross regulations. To minimize the height of the converter, planar cores are used for power 
transformer. Experimental study is carried out on effect of common mode noise on PWM controller performance. The 
secondary side post regulators studies are carried for low noise outputs to meet sensitive spacecraft electronics requirements. 
Another challenge has been in meeting the load transient performance during 1553B transaction, wherein, the load requires 
additional 550mA current with minimal drop in +5V Output and almost no cross regulation effect. In order to meet this 
stringent transient, transformer inductance and winding sequence optimization is carried out. To suppress the Electro-Magnetic 
Interference (Conducted emission, Conducted Susceptibility and Radiated emission) at input side of the flyback converter an 
optimized in-built single stage series damping EMI filter is realized to meet stringent military standard MIL-STD-461C levels.  

Table 1: Design Specifications of DC-DC Converters 

Parameters Specifications 

Input Voltage 24 - 45V 

Output Capability 5V/500mA, ±15V/150mA 

Output Power 6 W 

Output Voltage 
Ripple 

< 20mVpp 

Output Regulation 
< 0.1% (24-45V) and < 0.5%  

(No load to 100% load) 

Efficiency ~70% (at 100% load) 

Frequency 470kHz – 550 kHz 

Soft Start 20-40ms (24-45V, Full load) 

Radiation Tolerance/ SEE Hardenedto LET threshold 

mailto:manoj@vssc.gov.in1
mailto:ar_rekha@vssc.gov.in3
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Space Grade upto80 MeV/mg/cm2 

EMI Compliance MIL-STD-461C 

Operating 
Temperature 

-55 to +1250C 

Operating life 
15 years (intended for LEO and 

GEO missions) 
 

2. CIRCUIT BLOCK AND DESIGN ASPECTS 

The indigenous High reliability (Hi-Rel)hybrid micro circuit flyback dc-dc converter basic block diagram is shown in Fig. 
1. This triple output converter is designed to meet launch vehicle and spacecraft bus voltages and it can be from 24V to 45V. It 
maintains constant outputvoltageirrespective of changes in the load current and input supply voltage by changing the duty 
cycle of the Power MOSFETswitch. The magnetic current sense and HKB voltage feedback is given to 1845Acurrent mode 
PWM controller and it changes the dutycycle< 50% (i.e., discontinuous mode of operation). The flyback transformer stores the 
energy during switch on time and it transfers the energy to secondary winding during off time. Because of this, the reflected 
voltage from secondary winding and voltage spikes due to leakage inductance appears across the power switch.Sothe power 
transformer is made with less leakage inductance bychanging the bifilar winding sequence. 

 

Fig. 1. Flyback topology for Space applications 

This reduces the voltage spike and EMI related issues during EMI test. The input built-in common mode and single stage 
differential EMI filter maintains the fundamental current hormonics amplitude within 40dBμA for MIL-STD-461C 
level.Duringvariation in load current and input voltage, the post regulator maintains the constant output voltage with less power 
dissipation.Thestart-up bias regulator meets the initial power requirement of the PWM controller. Once HKB voltage is built-
up the bias regulator will be turned off. The output capacitive filter is designed to meet stringent inertial systems voltage ripple 
and load transient requirements. The power stage low frequency pole and high frequency ESR zero is compensated by single-
pole & single-zero lag compensation method. To improve noise immunity in the current feedback signal during lighter load 
condition, slope compensation is added. 

3. DC-DC CONVERTER REALIZATION 

 Spacegradedies are selected based on parameters such as radiation specification of 100K Rad (Si) SEE immunity up to LET 
threshold of 80 MeV/mg/cm2, quiescent power, input voltage range, mode of operation, gate charge and frequency. In addition 
to technical compliance, de-rating analysis, worst case drift, tolerance analysis and FMECA as per MIL-STD-975, MIL-STD-
1547 and reliability estimation as per MIL-HDBK-217F are carried out to meet necessary space qualification standards. 
Thermal and structural analysis of the mechanical model using the finite element method is carried out toestablish a 
performance baseline, design margin andconfidence in the mechanical configuration prior tofinalization. Analysis with worst 
case operating temperatures (+1250C)and vacuum conditions is carried out and junction temperaturesof dies are maintained 
below 1500C. Thick film hybrid assembly usually begins with an attachmentof electrical components (semiconductor die, 
capacitors,diodes, etc.) by way of solder reflow or epoxy to a baresubstrate Alumina (Al2O3). To realize a space worthy 
andreliable HMC, following design considerations are taken care of during the design stage. Current sensing is a major design 
parameter where factors likeAC and peak currents, power loss, stability, bandwidth,transient response, and mechanical 
constraint determines thebest technique to be implemented. With a dissipation of around0.4W with 0.5 Ohm resistor 
(IprimaryRMS is 0.7A), resistive sensing will pose a thermal issue while packaging as a HMC. Additionally, when operating 
temperatures change from -55 to +1250C, the power capability also reduces. Therefore, as thermalhotspots affect the case 
temperature, stress factors andreliability of converter and to maintain junction temperatures less than 1500C, transformer 
sensing is implemented. The current transformersensing used in HMC, where the primary winding will consist of a single turn 
with the secondary turns providing the currentattenuation. With negligible power dissipation, thermalhandling and performance 
is enhanced. The HMC version of DC-DC converter layout design and butterfly package is shown in Fig. 2.HMC DC-DC 
Manufactured in a facility fully qualified to ISRO Space Standards, these converters are fabricated utilizing ISRO qualified 
processes.They are encased in a hermetic 2.60" x 1.35" x 0.43” Kovar package and weight of 50grams. The package utilizes 
rugged glass to gold sealedfeed-through pins for I/O interface. The output voltages can be pre-fixed to suit user requirements. 
They exhibit a high tolerance to environmental stresses such as temperature extremes, mechanical shock, vibration and 
radiation. 
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Fig. 2. Indigenous HMC DC-DC Converter with Built-in EMI filter 

4. SIMULATION RESULT 

A SPICE simulation of the current mode control flybackconverter is carried out and the results are as shown in Fig. 3. In 
this simulation, input EMI filter and transformer leakage inductance & winding capacitance values are used from the practical 
measurement values. This simulation is carried out to find losses occurring in the MOSFET switch, transformer and output 
diodes and to analyse the feedback loop stability. The turn on response at the input of the post regulator is plotted and shows a 
monotonic output rise with minimal overshoot. Except post regulator, the major elements like MOSFETswitch, transformer, 
output rectifiers and capacitors aremodelled in this simulation. 

 

Fig. 3. Simulation result for Turn-ON response of the DC-DC 

5. EXPERIMENTAL RESULTS 

 Flyback Converter performance is analysed in detail by observing various parameter like line regulation, load regulation, 
cross regulation, output voltage ripple, input current ripple, efficiency, step load response (transient and recovery), step line 
response (transient and recovery), start-up delay and overshoot. 

5.1. Line, Load and Cross Regulation 

The Nominal Input Bus voltage for the DC-DC characterization is taken as 28V for Launch Vehicle and 42V for Spacecraft 
applications. These high reliability applications demand line and load regulation requirement of within 0.5%.For the input 
voltage range of (24-45V), the achieved line regulation for +5V/500mA output is 0.04%, ±15V/100mA outputs are0.02% and 
its plot is shown in Fig. 4. 
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Fig. 4. Line Regulation (+5V/500mA, ±15V/100mA Outputs) 

At 28V input voltage the no-load to 100% load regulation for +5V/500mA output is 0.12%, ±15V/100mA outputs are 0.04% 
and 0.08% which is as shown in Fig. 5. Similar values are obtained for remaining input voltages as well and all are within 0.2% 
at all outputs.Cross regulation of this Hi-Rel low power HMC dc-dc is almost zero and it is observed when 20% load in main 
output and 100% load in auxiliary outputs. At 42V input, cross regulations values for +5V/500mA output is 0.014%, 
±15V/100mA outputs are 0.007% and its plot is as shown in Fig. 6. Similar values are obtained for remaining input voltages as 
well and all are within 0.02% at all outputs. 

 

Fig. 5. Load regulation (+5V/500mA,±15V/100mA Outputs) 

 

Fig. 6. Cross regulation (at +42V Input) 

a. Output Power Vs Efficiency 

 The variation in efficiency with output power for the Hi-Rel triple output flyback converter at +42 V input is shown in 
Fig. 7. At 24V & 42V inputs the full load efficiency is 70%.  
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Fig. 7. Output Power Vs Efficiency (at +42V Input) 

5.2. Efficiency Vs Switching Frequency 

During design approach the switching frequency is varied by changing the oscillator frequency setting resistor (RT). The 
efficiency variations are observed from 385 kHz to 630 kHz at all input range of voltages (24-45V). The maximum of 70.8% 
efficiency is obtained at 495 kHz, 28V input. Space grade version of triple output flyback converter efficiency for various 
switching frequency under nominal +42 V input and full load condition is shown in Fig. 8. 

 

Fig. 8. Efficiency Vs Switching Frequency (at +42V Input) 

5.3. Clock Signal and Gate Pulse 

The clock and gate signal from Current mode PWM controller (Vin=42V, 100%load) of this HMC DC-DC converter is as 
shown in Fig. 9, 10. 

 

Fig. 9. Clock Signal 

5.4. Stepload response 

During 1553 bus communication the +5V output current changes from 500mA to 1050mA. To meet this step load with 
minimal voltage dip, the converter loop bandwidth and transformer inductance optimization is carried out. The step load 
response (100% to 210% load) is shown in Fig. 11. To meet the sensitive spacecraft electronics requirements, the output 
voltage ripple of the DC-DC converters needs to be less than 50mV. This HMC DC-DC converter output voltage ripple is 4mV 
at +5V/500mA output is shown in Fig. 12. 
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Fig. 10. Gate Pulse 

 

Fig. 11. Step load response at +5V Output 

 

Fig. 12. +5V Output Voltage Ripple 

5.5. MOSFETdrain voltage&converter Turn ONresponse 

To reduce the MOSFET drain to source voltage peak, leakage inductance optimization is carried out which is done by 
increasing the coupling factor of the transformer. At +42V input and 100% load the MOSFET drain to source voltage is 74V 
and transformer primary current peak is 1.46A. The MOSFET drain voltage, primary current, HKB current and +5V output 
current is shown in Fig. 13. This converter +5V Output Turn On response time is 28msec and turn off time is also less than 
10msec. The Converter Turn On response of triple output HMC DC-DC converter is shown in Fig. 14. 
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Fig. 13. MOSFET Drain Voltage and +5V Output Current (100% load) 

 

Fig. 14. Triple Output Converter Turn ON response (100% load) 

5.6. PWM controller loop stability 

The PWM controller loop stability is analysed by using vector stability analyser. The loop stability is measured across the 

injection resistor, which is added in the control loop path. The Phase margin at gain crossover frequency (5kHz) is 62.5 and 
gain margin at phase crossover frequency (75kHz) is 36.7dB. The converters power stage introduces a pole at 75 Hz and a zero 
at 95 kHz. To compensate this single pole – single zero lag compensator is used and its zero is fixed at 1.5 kHz and pole at 47.5 
kHz. The HMC DC-DC converter PWM controller loop gain and phase at +42V input and 100% load is shown in Fig. 15. 

 

 

Fig. 15. PWM controller loop gain and phase (100% load) 

5.7. EMI Test Results (MIL-STD 461 CE03 & CE01) 

EMI testing of the converter is carried out at full power and +28V nominal input voltage and the levels are found to be well 
within the acceptance limits. Three major peaks are observed at 385 kHz (power supply frequency), 495kHz (converter 
switching frequency) and 1MHz (2nd order harmonics) in CE03 Plot. The plot of CE03 and CE01test results are shown in Fig. 
16, 17. 

47.6 dB fP= 75Hz 

fez= 1.5 kHz 

fGCO= 5 kHz 

fep= 47.5 kHz 

fESR= 95 kHz 

Gain margin = 36.7db 

Phase margin = 62.5° 
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6. SUMMARY & CONCLUSION 

Design aspects and specifications of dc-dc converter, dc-dc challenges for space use, HMC design, andachieved converter 
performance are discussed in this paper. Improvement of performance from the existing space gradeconverters in terms of 
efficiency, cross regulation (< 0.5%), output voltage ripple (< 20 mVpp) and EMIis achieved by proper selection of topology, 
circuit designcomponents, layout design and comprehensive magnetics design. 

 

Fig. 16. Plot of CE03 test result 

 

Fig. 17. Plot of CE01 test result 

HMC 2.60" x 1.35" x 0.43” is realized with35% reduction in size and 65% reduction in mass from PCBversion. The size 
achieved is comparable with existing Hi-Rel dc-dc converters in the market, along with improved performance. 

The Flight (Space & MIL) model of a high frequency miniaturized HMC flyback converter with triple output (+5V/500mA, 
±15V/100mA) converter is realized and standalone testing including MIL-STD-461C EMI tests are completed. In qualification 
model, the endurance tests (i.e., active life tests for 2000Hrs @ +1250C, thermal vacuum tests, high temperature storage test 
2000Hrs @ +1250C), environmental tests (thermal shock and thermal cycling test) and mechanical tests (mechanical shock and 
vibration tests) are done to qualifythese high reliability HMC dc-dc converters and its performances are good.As the next phase 
of development, an HMC version of 40W triple output DC- DC converter is planned to realize with a smaller size and higher 
power density. 
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Abstract 

Background/Objectives:The Modern VLSI industry is facing a great issue of shrinking size and scale reduction in 
the chip area which is at the cost of power and energy loss. These losses occur in the form of heat which may lead to 
the semiconductor chip diminished reliability or even destroy it.Reversible Logic approach is an effective counterfeit 
in this direction. Methods/Statistical analysis: For the sake of simulation QCADesigner 2.0.3 is opted as 
atool.Findings: This paper deals with the Novel Proposed SA Reversible Logic as universal logic which holds a strong 
grip on all conservative gate designing.Improvements/Applications: As it is a universal logic can be used for 
designing of combinational as well as sequential circuits. 

Keywords:Reversible Logic, garbage output, constant input, universal logic. 

1. Introduction 

The previous decade was fully dedicated to the remarkable achievements in the computers, antecedently 
computers were so cumbersome that they hold a very high areal occupancy but the downscaling motivated the 
mounting of plenty of components on a single board. The assimilation held due to the paradigmatic approach given 
by Moore 1 in 1965 stating that number of component on chip double every 18 months. This integration in the chip is 
at the cost of energy dissipation in form of heat dissipation leading to reduction in chip reliability or total destruction. 
Rolf Launders’s2,3stated that the energy dissipation observed can be estimated as kT ln2 (2.8 * 10−21𝐽). The energy 
dissipation can be resolved if the logic is reversible in nature in spite of conservative logic stated by C.H. Bennett 4. On 
considering a conventional Exclusive OR gate truth table (Table 1),we can observe that if the output is 0 then we can 
estimate output vector to be either (0, 0) or (1, 1) i.e. is an enigmatic condition. This can be removed if we insert 
additional output lines in such a way number input and output become equal. For converting the conventional logic 
to a reversible one the additional output lines are being added which is represented numerically as log2µ, here μ 
stands for the maximum times the output is being overlapped. From Table 1, μ=2 which means additional output 
required for conversion of irreversible to reversible is log22=1.From the table 2we can observe that the input and 
output vectors are non-overlapping in nature or we can say that if the output is known then we can recover the input 
from it. The block diagram of conventional Ex-OR gate is shown in figure 1and Reversible Ex-OR in figure 2. 

Reversible Logic5 can be defined as a bijective digital logic having the equal number of input-output terminals 
such that the unique mapping exists in between them. The mandatory condition for the Logic to be reversible is 
unique input-output pattern, zero fan-out, acyclic graph etc. 
         The remaining paper is arranged as section II encompasses of the key terms related to reversible circuit 
designing, section III builds the historical background of Quantum dot cellular Automata. The proposed Circuit and 
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simulation results are present in section IV and V. Section VI finally ends the paper with the conclusions made and 
future scope. 
 

2. Key Terms 

Constant inputs/Ancilla inputs: While realizing a reversible circuit a set of inputs are preset and reset termed as 
constant input for that circuit.  
 
Quantum Cost: Quantum cost 6 is being termed as number of primitive gates i.e. NOT, CNOT, V and V+ in the 
equivalent quantum diagram. The following axioms are being followed: 
 

 
 

Alternatively, the layout in QCA also yields quantum cost by the formulation area*latency2 . In the critical path 
number of clock zones being employed is known as its latency.  
 
Garbage output: The number of additional outputs being inserted in such a way that input and output become equal 
is termed as garbage output.  
 
Delay: Delay can be defined as the maximal number of clock zones used in between input and output terminal. 
 
Flexibility: The flexibility can be termed as the adaptability of the logic to perform different logical operations. 
 

3. Background of QCA 

Quantum Dot cellular automata 7 serves as the paradigm in the communication and information processing. In 
contrast to CMOS technology it has lower power as well energy dissipation. The fundamental unit in Quantum dot 
cellular Automata is QCA cell (Figure 3) consisting of the four vacant sites and two free electrons residing in between 
them. According to the electron position in the cell the polarization of the QCA cell 8 is being defined as polarization 
P=1 and P=-1 shown in figure 4. 

QCA required clocking scheme for both combinational as well as sequential circuit designing. Four clock zones 
exist in QCA named as switch, hold, release and relax shown in figure 5. 

4. Proposed Work 

In case of conservative logic NAND, NOR act as universal logic but suffers from the information loss on bit 
manipulation so here a 4*4 Reversible universal Logic SA shown in figure 6 is being proposed which can implement all 
conservative logic gates. 

The proposed SA Logic consists of input (A, B, C, D) and output (P, Q, R, S) so from the truth table in figure 7 it can be 
depicted as Reversible Logic.SA logic can be used to design all the conservative logic gates like AND, OR, NOT, Ex-OR, 
Ex-NOR, NOR, NAND etc. by setting the constant inputs. All the basic logic gates can be designed using it. Shown in 
Table 3 Therefore, it can be termed as universal logic. The Schematic on QCA is shown in figure 8. 

5. Result and Simulation 

The proposed universal logic has been verified on QCADesigner 2.0.3 9 and choosing the bi-stable approximation 
option from the simulation window shown in figure 9.  On taking in consideration the above parameters the 
waveforms of the SA universal logic is shown in figure 10. 
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6. Conclusion and Future Scope 

This paper consists of the Universal SA Reversible logic implementation on QCA. The proposed logic is capable of 
implementing all the conservative logic gates. This a universal logic that’s the reason it can be used as a basic building 

block in combinational as well as sequential circuit designing. 
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Figure 1. Conventional Ex-OR Gate Block Diagram 
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Figure 2. Reversible Ex-OR Gate Block Diagram 
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Figure 3. QCA Cell 

 

 

 
 
 
 
 
 

1 

3 2 

4 



 

International Conference on Defence and Space Technologies, ICDST 2019, Aug 23-25, 2019, IET Lucknow, India 
 

                                                                                                                                                                               160-168 

 
Figure 4. Two possible polarization in QCA (a) P=+1 (b) P=-1 
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Figure 5. Clocking zones in QCA 

 

 

 

 

Figure 6. SA Universal Reversible Logic 
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Figure 7. SA Logic Truth Table 

 

Figure8. SA logic as Universal Logic (a) AND (b) OR (c) NOT (d) EX-OR (e) EX-NOR (f) NOR (g) NAND 
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Figure 9. Bi-stable Approximations of QCA 

 

Figure 10. Waveform of SA logic as universal Logic (a) AND (b) OR (c) NOT (d)EX-OR (e) EX-NOR (f) NOR (g) NAND 
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Tables 

 
Table 1: Exclusive-OR Gate Truth Table 

 

Input Output 

A B F 

0 0 0 

0 1 1 

1 0 1 

1 1 0 

 
Table 2: Reversible Exclusive-OR Truth table 

 

 

 

 

 

 
 

(e) (f) 

 
(g) 

Input Output 

A B P=A Q=A⊕B 

0  0 0 0 

0 1 0 1 

1 0 1 1 

1 1 1 0 
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Table 3: Universality of SA Reversible Logic 
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Gate Formed Constant input used 

AND C=0, D=0 

OR C=1, D=0 

NOT B=1, C=0, D=0 

EX-OR C=0, D=0 

EX-NOR C=1, D=0 

NOR C=1, D=1 

NAND C=0, D=1 
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Abstract 

Background/Objectives: An unabated influx of population into the urban areas results in the increase in pressure on 
the urban infrastructure. This is both due to the residential and commercial requirements of the increasing populace. 
Methods/Statistical analysis: Change in the existing land-use thus becomes inevitable to satisfy the demands of the 
urban expansion. Hence, planners and decision-makers are faced with the challenge of how to define and control the 
land-use for sustainable urban development. Constant clash of interest of various groups of people makes the 
decision even more difficult. In this situation, AHP and GIS technology comes in handy to the planners and decision-
makers for providing a suitable solution. 
Findings: The present study deals with the problem of site selection for various desirable innocuous facilities 
(Residential area and Commercial area). These facilities are necessary to reduce the burden of requirements of the 
increasing populace. GIS and AHP methods have been used here to shortlist and rank the various site to be used for 
residential and commercial purposes. Residential site (RS5) and Commercial site (CS6) were found to be top-ranked 
among all other sites. 
Improvements/Applications: GIS and AHP based integrated model can be applied to a variety of problems. This 
model proves to be very promising in situations where conflict of interests is of prime concern to the decision-maker 
due to the involvement of engineering, social, geographical, economic and political dimensions. 

 

Keywords:AHP, GIS, Residential Area, Commercial Area, Urban Planning. 

1. Introduction 

Urban planning refers to planning with both spatial and aspatial components. Urban planning proposes different 
land-uses for various parcels of land. 

Identification of a suitable land-use for a parcel of land is a source of major concern for urban planners and 

decision-makers1. This will, in turn, depend upon a number of factors both spatial and aspatial. The combined effect 
of these factors will influence our choice of the decision on land-use. 

Urban areas, in general, comprise of two major categories of land-uses: 
1. Desirable Innocuous Facilities 
2. Desirable Obnoxious Facilities. 

Desirable Innocuous Facilities (for example residential areas, commercial areas, recreational areas, etc.) are 
supposed to form the heartland of the urban area. They are required to be placed in the near vicinity of the urban 
area to be directly used by the public at large. 
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On the other hand, Desirable Obnoxious Facilities (for example landfill sites, sewage treatment plant, etc.) 
though necessary are supposed to be placed as far as economically possible from the heartland of the urban area. 
They are required to be placed far from the vicinity of the public settlement.  

GIS is a robust tool. It facilitates spatial analysis for the identification of suitable sites 2. Multi-criteria analysis can 
then be used to evaluate and rank the alternatives provided by the GIS analysis, thus helping the planners in the 
complex decision-making process 3. 

This paper deals with the site suitability evaluation of two desirable innocuous facilities namely residential 
areas and commercial areas. 

A. Residential Area 
 
An area that is utilized directly to satisfy the residential requirements of the population of an urban entity is 

termed as ‘Residential Area’. A residential area does not just provide for dwellings but also for basic infrastructure to 
sustain a healthy living environment. These may include road network, sanitation facilities, vicinity to shopping 
complexes, parks, and other recreation activities center, etc.  

Therefore, identifying a land parcel to be developed as a residential area is a complex decision-making task. It 
involves a number of parameters which may encourage or discourage the planners and decision-makers to consider a 
particular choice at hand. 

 
B. Commercial Area 

 

Those parts of the urban entity that are entrusted upon to provide for the economic activities are termed as 
‘Commercial Areas’. These areas are contributing components of the economy of the urban area, of which they are 
part. Commercial areas witness an influx of population during the morning and an outflux of the population during 
the evening from the nearby residential areas. This population is involved in economic activities on a daily basis. 
Therefore, commercial areas should have an excellent mode of transportation to facilitate this daily movement of 
people. Apart from this, the commercial area should have sanitation facilities, parks, and other activity centers, etc. 

Therefore, identifying a land parcel to be developed as a commercial area is also a complex decision-making 
task. It involves a number of parameters which may encourage or discourage the planners and decision-makers to 
consider a particular choice at hand. 

2. Materials and Methods 

2.1.Methodology 

2.1.1. Spatial Analysis 

Spatial analysis (i.e. gathering, storing and analyzing) both spatial and aspatial data is done by software named 
Geographic Information System (GIS) 4,5. This analysis with reference to some complex problem help in arriving at a 
solution, which otherwise would have been difficult to deal with 6–8. These capabilities add up to the robustness of 
GIS 9,10. Thereby making it helpful for planners and decision-makers to use it in a variety of applications. Site 
suitability analysis for various land uses is one such application 11.Thus making GIS a natural choice to be used in the 
site selection of the desirable innocuous facilities. This analysis provides a number of alternatives to the planners and 
decision-makers that can be taken into consideration. 

2.1.2. Multi-Criteria Analysis 

Multi-Criteria Analysis can then be used to rank the alternatives obtained from the Spatial Analysis for helping 
the planners and decision-makers in taking a well-informed and efficient decision. Analytical Hierarchy Process (AHP) 
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is one such tool to carry out Multi-Criteria Analysis 12,13. In AHP, first of all, the hierarchy for the problem is 
established. The goals (objectives) are at the top, criterions are at levels, sub-criterions are at sub-levels and decision 
alternatives are at the bottom. Pairwise comparison of elements is then carried out at each hierarchy level. 
Eigenvectors are then computed and aggregated for them. The composite final vector of weight coefficients for 
alternatives is then obtained. The entries of final weight coefficients vector reflect the relative importance (value) of 
each alternative with respect to the goals stated at the top of the hierarchy. The alternative with the highest weight 
coefficient value is then taken as the best alternative. 

2.2. Case Study 

2.2.1. Study Area 

The subject of focus in the present study is a rural to the semi-urban area in Sultanpur district of U.P. The study 
area has geographical extent of 260 19’ 42.918” N to 260 25’ 20.42” N latitude and 810 58’ 30.897” E to 820 5’ 4.079” 
E longitude and an area of 112.81 km2. River Gomti flows across the study area, which mainly comprises of 
quaternary alluvium as soil. The study area (Fig. 1) is in a state of urbanization at a fast pace. Kurwar town being at 
the center of this transition (from rural to urban) is attracting the attention of planners. Thus, making this area a very 
suitable candidate to be considered for the present study. 

2.2.2. Spatial Data 

Following is the list of spatial data generated for carrying out the study:- 

1. Land Use Map 
2. Soil Map 
3. Slope Map 
4. Transportation Map 
5. Drainage Map 
6. Flood Map 
7. Geological Map  

2.2.3. GIS Analysis 

A. Residential Area 

Firstly, the site suitability for the residential area was carried out. A GIS model was developed for 
carrying out the spatial analysis on the basis of due deliberations amongst a group of 14 experts (team of 
academicians, people of municipal authorities, and researchers) and in lieu with the guidelines laid down in 
various literature available. Following parameters were considered to achieve this objective and the model 
was tuned accordingly. 

1. Distance from Landfill: A residential area should be constructed at least 1500 m away from a landfill 
site. 

2. Distance from Sewage Treatment Plant: A residential area should be constructed at least 1000 m away 
from an STP site. 

3. Distance from Pond: A residential area should be constructed at least 100 m away from any lake or 
pond to avoid water body contamination.  

4. Distance from Road: A residential area should be constructed at least 100 m away from the right of 
way of any state or national highway.  
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5. Distance from River: A residential area should be constructed at least 200 m away from a navigable 
river or stream.  

6. Distance from Settlement: A residential area site should be at least 100 m away from any other 
residential area.  
Also, a check for flood inundation should also be carried out. The residential area should not be 

affected by flood inundation. 

Based on the criteria laid down as above a GIS model was developed, which was then used to carry out 
the spatial analysis for finding out the suitable site location for residential area site. Application of GIS 
model (Fig, 2) to the spatial data (created in due course of the study) resulted in ten candidate sites for 
prospective Residential Land-use. Fig 3 shows the map with various residential area candidate sites as per 
the respective locational criterion. The geographical location detail of these residential area sites is given in 
Table 1 along with geographic coordinates. These sites are designated as RS1 to RS10 for ease of notation 
as given in Table 1. Also, the detailed values of various spatial parameters for candidate sites are given in 
Table 2. 

B. Commercial Area 

Secondly, the site suitability for the commercial area was carried out. A GIS model was developed for 
carrying out the spatial analysis on the basis of due deliberations amongst a group of 14 experts (team of 
academicians, people of municipal authorities, and researchers) and in lieu with the guidelines laid down in 
various literature available. Following parameters were considered to achieve this objective and the model 
was tuned accordingly. 

1. Distance from Landfill: A commercial area should be constructed at least 1500 m away from a landfill 
site. 

2. Distance from Sewage Treatment Plant: A commercial area should be constructed at least 1000 m 
away from an STP site. 

3. Distance from Pond: A commercial area should be constructed at least 100 m away from any lake or 
pond to avoid water body contamination.  

4. Distance from Road: A commercial area should be constructed at least 100 m away from the right of 
way of any state or national highway.  

5. Distance from River: A commercial area should be constructed at least 200 m away from a navigable 
river or stream.  

6. Distance from Settlement: A commercial area site should be at least 500 m away from any other 
residential area.  

Also, a check for flood inundation should also be carried out. The commercial area should not be 
affected by flood inundation. 

Based on the criteria laid down as above a GIS model was developed, which was then used to carry out 
the spatial analysis for finding out the suitable site location for commercial area site. 

Application of GIS model (Fig, 4) to the spatial data (created in due course of the study) resulted in ten 
candidate sites for prospective Commercial Land-use. Fig 5 shows the map with various commercial area 
candidate sites as per the respective locational criterion. The geographical location detail of these 
commercial area sites is given in Table 3 along with geographic coordinates. These sites are designated as 
CS1 to CS10 for ease of notation as given in Table 3. Also, the detailed values of various spatial parameters 
for candidate sites are given in Table 4. 

2.2.4. AHP Analysis 
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AHP analysis was carried out on  

1. The six criterions stated above in Table 2 to determine the most suitable residential area site from amongst 
the candidate sites. 

2. The seven criterions stated above in Table 4 to determine the most suitable commercial area site 
from amongst the candidate sites. Based on the expert opinion collected from a group of 14 people consisting of 
academicians, researchers and people from municipal authorities, pair-wise comparison of each criterion were 
carried out. Thereafter, the weight of each criterion was calculated using the AHP analysis. These weights were 
then used to calculate the percentage suitability, which in turn provided the rank of each candidate site for 
residential area as shown in Table 5 and for the commercial area as shown in Table 6 below. 

3. Results and Discussion 

3.1. Residential Area Site Suitability  
The candidate sites were then arranged according to their ranks for the creation of Map of residential area 

site suitability ranking as shown in Fig. 6 below. Residential area site RS5 is the most preferred one as per the GIS-
AHP model with percentage suitability of 13.82%. Suitable values of this site (RS5) for criterion C1 and C3 made it the 
most preferred. Whereas on the other hand residential area site RS2 with percentage suitability of 6.35% is the least 
preferred one. Values of this site for criterion C1 and C6 have made this site the least preferred. 

3.2. Commercial Area Site Suitability 

The candidate sites were then arranged according to their ranks for the creation of Map of commercial area site 
suitability ranking as shown in Fig. 7 below. Commercial area site CS6 is the most preferred one as per the GIS-AHP 
model with percentage suitability of 12.748%. Suitable values of this site (CS6) for criterion C1, C5, C6, and C7 made it 
the most preferred. Whereas on the other hand commercial area site CS2 with percentage suitability of 8.03% is the 
least preferred one. Values of this site for criterion C3, C5 and C6 have made this site the least preferred. 

4. Conclusion 

Site selection for desirable innocuous facilities (i.e. residential area and commercial area) is a very challenging 
task involving socio-economical, environmental and technical dimension. Political influences and interests of locals 
also add to the complication. This study has hereby shown that a step-wise solution can be provided to the 
mentioned problem by breaking it into two parts. First being solved by GIS on the basis of very well defined spatial 
criteria. Second, being prioritizing the already finalized site choices so as to address conflicts and ambiguity in a 
rational manner.  Therefore, this study justifies the proposition that the integration of GIS and AHP methods can be 
very fruitful in solving problems having multi-dimensional scope and conflict of interests of stakeholders. 
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Tables 

 
Table1: Locational Coordinates of eight candidate site for residential area 

Residential Area Site Coordinates 

Residential Area 
Project Site 1 (RS1) 

longitude 81° 59' 48.351" E 

latitude 26° 25' 5.559" N 

Residential Area 
Project Site 2 (RS2) 

longitude 81° 59' 41.593" E 

latitude 26° 24' 15.538" N 

Residential Area 
Project Site 3 (RS3) 

longitude 82° 4' 40.044" E 

latitude 26° 21' 54.384" N 

Residential Area 
Project Site 4 (RS4) 

longitude 82° 0' 39.143" E 

latitude 26° 21' 58.170" N 

Residential Area 
Project Site 5 (RS5) 

longitude 82° 3' 38.122" E 

latitude 26° 21' 40.115" N 

Residential Area 
Project Site 6 (RS6) 

longitude 82° 4' 27.711" E 

latitude 26° 21' 7.799" N 

Residential Area 
Project Site 7 (RS7) 

longitude 82° 4' 56.205" E 

latitude 26° 20' 56.117" N 

Residential Area 
Project Site 8 (RS8) 

longitude 82° 1' 38.563" E 

latitude 26° 20' 31.011" N 

Residential Area 
Project Site 9 (RS9) 

longitude 82° 3' 36.983" E 

latitude 26° 20' 28.398" N 

Residential Area 
Project Site 10 (RS10) 

longitude 81° 58' 48.332" E 

latitude 26° 20' 7.683" N 
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Table2: Values of various location criterions for different residential area sites 

  
Candidate Residential Area Sites  

RS1 RS2 RS3 RS4 RS5 RS6 RS7 RS8 RS9 RS10 

Level (C1) 90.79 88.03 89.17 91.24 98.70 99.54 97.79 99.84 94.61 101.47 

Area (C2) 1.24 1.65 1.34 0.67 0.52 0.64 0.43 1.84 0.56 1.02 

Distance Nearest 
Settlement (m) (C3) 980.31 723.71 183.26 233.60 140.99 206.32 692.23 210.25 270.72 1197.93 

Distance Nearest Pond 
(m) (C4) 840.45 819.19 705.72 1356.45 521.56 226.12 978.98 302.52 1425.12 567.62 

Distance Nearest River 
(m) (C5) 1461.64 862.21 2863.11 1198.52 976.79 2440.59 1649.10 2047.22 701.76 2877.42 

Distance Nearest Road 
(m) (C6) 177.56 798.90 1061.38 503.64 609.96 480.81 403.60 877.51 394.84 437.49 

 
 
 
 
 
 
 
 

Table 3: Geographic coordinates of six candidate site for commercial area 

Commercial Area Site Coordinates 

Commercial Area 
Project Site 1 (CS1) 

longitude 81° 59' 48.351" E 

latitude 26° 25' 5.559" N 

Commercial Area 
Project Site 2 (CS2) 

longitude 81° 59' 41.593" E 

latitude 26° 24' 15.538" N 

Commercial Area 
Project Site 3 (CS3) 

longitude 82° 4' 40.044" E 

latitude 26° 21' 54.384" N 

Commercial Area 
Project Site 4 (CS4) 

longitude 82° 0' 39.143" E 

latitude 26° 21' 58.170" N 

Commercial Area 
Project Site 5 (CS5) 

longitude 82° 3' 38.122" E 

latitude 26° 21' 40.115" N 

Commercial Area 
Project Site 6 (CS6) 

longitude 82° 4' 27.711" E 

latitude 26° 21' 7.799" N 

Commercial Area 
Project Site 7 (CS7) 

longitude 82° 4' 56.205" E 

latitude 26° 20' 56.117" N 

Commercial Area 
Project Site 8 (CS8) 

longitude 82° 1' 38.563" E 

latitude 26° 20' 31.011" N 

Commercial Area 
Project Site 9 (CS9) 

longitude 82° 3' 36.983" E 

latitude 26° 20' 28.398" N 

Commercial Area 
Project Site 10 (CS10) 

longitude 81° 58' 48.332" E 

latitude 26° 20' 7.683" N 
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Table 4: Values of various spatial criteria for different commercial area sites 

  
Candidate Commercial Area Sites 

CS1 CS2 CS3 CS4 CS5 CS6 CS7 CS8 CS9 CS10 

Level (C1) 99.83 95.33 98.24 89.36 96.94 89.45 89.13 88.80 89.39 96.22 

Area (C2) 0.37 0.33 0.39 0.29 0.37 0.35 0.32 0.36 0.39 0.35 

Distance Nearest 
Settlement 1 (m) (C3) 385.11 535.65 308.53 442.18 330.86 561.03 255.61 844.88 321.91 422.55 

Distance Nearest 
Settlement 2 (m) (C4) 470.77 465.16 318.26 462.03 404.28 184.14 697.72 377.54 396.77 374.19 

Distance Nearest 
Pond (m) (C5) 252.42 1043.82 1093.69 748.79 923.61 437.66 530.86 723.98 556.79 399.48 

Distance Nearest 
River (m) (C6) 5479.11 1195.59 885.21 384.93 1046.99 3680.59 1225.96 299.86 580.30 507.04 

Distance Nearest 
Road (m) (C7) 508.79 408.05 416.10 324.72 577.78 586.27 247.36 303.37 521.69 318.43 

 
Table 5: Percentage Suitability of Different candidate 

residential area sites 

Sites Percentage Suitability Rankings 

RS1 10.19 6 

RS2 6.35 10 

RS3 8.41 8 

RS4 10.58 5 

RS5 13.82 1 

RS6 12.25 2 

RS7 10.90 4 

RS8 8.45 7 

RS9 11.98 3 

RS10 7.09 9 

 
Table 6: Percentage suitability of different candidate 

commercial area sites 

Sites Percentage Suitability Rankings 

CS1 8.65 9 

CS2 8.03 10 

CS3 9.60 6 

CS4 9.69 5 

CS5 8.73 8 

CS6 12.74 1 

CS7 12.51 2 

CS8 10.46 3 

CS9 9.46 7 

CS10 10.14 4 
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Abstract 

Background/Objectives:In this paper, we have proposed the real-time structural health monitoring systemwith the 
help of the IoT (Internet of Things) technology for monitoring of various bridge parameters. 
Methods/Statistical analysis: For data acquisition, the multiple sensor nodes designed placed alongsidethe bridge 
creating a wireless sensor network. The data from these sensor nodes send to the base station through XBee in the 
form of data packets. The data packets from each node is identified from its start and stop bit.The sensor data 
collected at the base station uploaded to the cloud through NodeMCU. 
Findings: One of the most reasons for catastrophic failure of the bridges in India is due to the poor maintenance and 
this phenomenon accounts for more than 60% of bridges collapse. The utmost reasons are Bridge Scouring, 
Vibrations, Structural Integrity, and Natural Disasters. The current practice of Bridge Health monitoring is 
represented by collecting the various parameters and placing these parameters over the cloud so that they could be 
accessed anywhere throughout the globe where internet is available. The reliability of structural health monitoring 
system is confirmed data acquiring rate of the system, their field measured the result and early warning of disasters. 
Improvements/Applications: This bridge health monitoring system is very easily accessible, feasible and durable 
through new automated remote monitoring technology. 

 

Keywords:Structural Health Monitoring, IoT, XBee, NodeMCU, Sensor Nodes. 

1. Introduction 

In this particular research interested in to monitor the structural health, identify the damage and put the data 
of these parameters put over the cloud so that engineers who are specialized in the bridge health monitoring could 
detect these parameters at the earliest possible stage and avoid an unpredictable outcome, which leads to 
misfortune. Many of the bridges failures cause a fatality in the form of the human lives, damage of property and 
economic losses. Visual or localized experiment method such as acoustic or ultrasonic methods, magnetic field 
methods are in current trends for the most effective method utilized for the monitoring of bridge parameters [1]. The 
ability to monitor these parameters of the structure is becoming more important from the economic and life safety 
point of view [2]. For vibration measurement, the system presented is based on vibration collected from a network of 
acceleration sensor [3, 4]. Another analysis includes the changes in the model frequencies, changes in the measured 
mode shapes and changes in the measured flexibility coefficient. The main focused on applying a statistical process 
control (SPC) techniques known as "X-bar control chart" to vibration-based damage diagnosis [5, 6].Bayesian 
profolistic methodology for structural health monitoring which uses a sequence of identified model parameter data 
sets up to compute the probability that continuously updated model stiffness parameter are less than a specified 
fraction of the corresponding initial model stiffness parameter [7]. Another factor, which contributes to bridging 
failure, are bridge overloaded and lateral impact forces from the trucks, barges/ships and trains [8, 9].  Scour is also 
one of the major contributors to bridge failure and Scour failure leads to occur suddenly and without warning or sign 
of distress to structure. There are many situations where the implementation of the Internet of Things (IoT) for 
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monitoring regular domestic condition that utilizes cloud computing [10]. Research to improve the tailing dam safety, 
a tailing dam monitoring and pre-alarm system (TDMPAS) based on Internet of Things (IoT) and Cloud Computing 
(CC) has accomplished with real-time monitoring of saturated line [11]. This paper includes the monitoring of various 
parameters of the bridges through cloud computing and reliability of the cloud-based monitoring system is compared 
with the available bridge monitoring system which provides early warning. A practical prototype has developed for 
this system, various parameters put over the cloud, and which are accessible through the internet. 

2. System Description 

The proposed system for implementing Cloud-Based Monitoring System for Bridges is shown in Figure 1 where 
various data-collecting sensors are placed over a bridge. The main parameters for Bridge health are its Scour level, 
Bridge Vibrations, Stress and Strain, Wind Pressure and Resistivity of Bridges. 

[Figure 1] 

The controller unit collects the data from various sensors placed over the bridge. The controller unit is capable 
of processing both the analog and digital data. The digital data is processed by the digital pins and analog data is 
converted to digital by Analog to digital conversion. The resolution of ADC is depended upon the number of bits of 
ADC. The ADC used in the model having 10 bits resolution. Figure 2 showing the block diagram of the model. The data 
is processed and fed to the controller. The controller unit performs all the operation over the data and sends this 
data to the Base station node through the RF modem which is capable to transmit data in the vicinity of the bridge. 
There are different nodes placed within the bridge each having a unique Identification Number (UIN). These data 
from all the different nodes is collected at the base node. The number of the critical point decides the total number 
of the nodes within the bridges should be placed to monitor bridge health failure rates are more. 

[Figure 2] 

3. Sensors 

The Real-Time data acquisition designed sensor node is required to be equipped with the different sensors in 
order to acquire the relevant and sufficient data for bridge health monitoring. The different sensors embedded in 
sensor nodes are as follows:  

3.1. Anemometer 
Anemometer is used to detect the speed of wind and wind pressure. It is used with every node and detects the 
pressure of wind on the bridge. Whenever the pressure exceeds a certain specified limit at any point on the bridge, 
the node notifies the invigilator about it and suitable actions could be taken before any tragedy happen. 
 

3.2. Strain gauge 
Strain or tension on support wire and support pillar should be maintained minimum on bridges. The strain gauge is a 
sensor whose resistance varies with change in tension, force, weight, etc. The sensor is used at every node to 
measure tension on the support wire of bridge and support pillars. 
 

3.3. Sonar(scour) 
Scour monitoring is very necessary for the health of the bridge. Scour is depletion of the soil layer which is 
maintained to fix the pillars that support the bridge on river or lakes. It is very important to maintain the soil level 
that is why sonar is used to sense the soil level near the pillars. Sonar is a technique that is used to detect or sense 
the object on or underwater. 
 

3.4. Platinum RTD (Resistance Temperature Detector) 
This sensor measures the temperature of the object by correlating the resistance of the RTD element with 
temperature. It consists of a length of fine coiled wire wrapped around a ceramic or glass core. RTD's can process 
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temperature from -200 to 500°C. It is important to measure the temperature of asphalt pavements, structural steel, 
and concrete.  
 

3.5. Vibration sensor 
Vibration is a common phenomenon for a bridge but it can act as a very helpful phenomenon to monitor the health 
of the bridge. RKI-3107 is the vibration sensor which gives analog readings of the vibration and is connected with 
every node. So, whenever the vibration of the bridge increase certain defined value, the node notifies the invigilator 
of the bridge so, that suitable actions could be taken. 

4. Hardware Implementation  

The proposed system is validated using virtual simulation and at the same time sensors interconnected to Hardware. 
The figure below showing the Data Acquisition Board of Senor node. In the sensor node, the various sensors 
correspond to the Structural Health Monitoring System are interconnected to the hardware with is Atmel Atmega328 
microcontroller with Arduino IDE for coding as shown in figure 3. In this way, the multiple nodes are connected to the 
different points on the bridge to monitor various data. 

[Figure 3] 

These all nodes having Radio Frequency Modem especially XBee 2.4GHz operated module used to form a Wireless 
Sensor Network. The data from various sensors read through Analog to Digital Coveter and Serial Peripheral Interface 
of the controller. This data framed in the form of packets and these data packets are sent to the base station through 
the RF Module. 

Figure 4 showing the Circuit diagram of the base station where the primary unit is the RF Module that receives the 
data packets sent by the sensor node. The main consideration in the receiver unit is to differentiate the data packets 
of different sensor node and uploaded them to the cloud. For Cloud communication, NodeMCU controller is used. 

[Figure 4] 

5. Software Development 

The Real-time Data Acquisition system is developed by using Atmel Microcontroller and NodeMCU controller for data 
uploading to the cloud. The frame chart for the system is developed using Embedded C language where various 
function developed to acquire data and to process data and to arrange the data in the form of packets and transmit 
to the base station. Figure 5 shows the flowchart of the software algorithm where each process is done step by step 
to acquire and process the data. The process data is transmitted to the base station where confirmation is sent back 
to the transmitter after receiving the desired data packets. If confirmation is not received within the desired duration 
then this data packet is again transmitted to the base station. Next data packet is only transmitted if the confirmation 
of previous packets is received. In the base station unit, the data is displayed on the Display and data at the same 
time it is uploaded to the cloud server. Before uploading the data to the cloud the network connectivity is checked by 
the ESP Module it connectivity will not available then the connection is terminated by the ESP Module and provide a 
warning on the display. If connectivity is available then it uploads the data packets to the cloud and from the cloud, 
this data is accessed by the user using Blynk App. The user authentication is required to access the data through the 
app and to do this a particular token which is generated by user app is need to be added in the frame chard of 
Embedded coding. [Figure 5] 

 

6. Result and Discussion 

 
The proposed system mainly focused on monitoring the bridge parameters, which are critical for collapsing of the 
bridges.  This proposed research can simultaneously monitor the bride parameters and to upload these parameters 
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to the cloud. Blynk App is used to access the parameters and can provide the early indication of the parameters 
beyond their permitted value can be seen in figure 6. WSN Network ensures the data of all nodes placed alongside 
bridge should reach to the base station. The warning system code is designed according to the permitted values of 
different sensors. 
[Figure 6] 

 

7. Conclusion 

This research helps us to have a check on bridge health monitoring on a real-time basis on the mobile app. The 
sensor technology used is advanced, robust, accurate and easy to implement. The proposed cloud-based testing 
system equipped with an advanced sensor used for the Anemometer, Thermistor, Strain gauge, accelerometer, 
Sonar, etc. The data collected with the help of sensors send to the server and that can be easily accessed by the 
mobile device. The data collection on a real-time basis and its integration with cloud help research to model the 
system for the estimation for predictive decay of bridge. The vast domain of structural healthcare to make structures 
robust enough to sustain natural calamities like earthquake, flood, toroid, etc.  In order to make the early broadcast 
to the emergency conditions, these parameters can also play a major role. The ultimate aim of this research is to 
protect accident and safe life of people due to bridge structural damage and provide intuitive feedback to the 
observer regarding damage so that maintenance and measured steps can be taken on time. 

FIGURES 

 
Figure 1.  Review Model of Proposed System 
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Figure 2. Block Diagram of the Cloud-Based Monitoring System for Bridge Structural Health Monitoring 
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Figure 3. Circuit Diagram of Sensor Node
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Figure 4.  Circuit Diagram of Base Station 

                                                                                                 

Figure6. The Developed Interface for Bridge Health Monitoring Using Blynk App. 
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   Figure 5. Flow Chart of Software Algorithm 
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Abstract –TheFreespace optical (FSO) communication possesses an advantage over two existing technologies optical fiber 

communication and wireless communication.Free space optical communication links have promising eminence over microwave 

communication links with high speed, low weight, and increased security so that they can be boarded conveniently on the satellite. 

Hence significant use of FSO is inter-satellite optical wireless communication (IsOWC) links, which will be deployed in the future in 

space. The need for constricting, lightweight, low-power electronics-aggravated by the thriving demand for large data flow rate and 

bandwidth is urging the use of optical technologies in defense and space. The advancement of the optical components and systems has 

made it very predominant along with its acceptability in space and defense. Yet a couple of significant components to be dealt with are 

tracking problems with misalignment of transmitter and receiver apertures and the progressions because of barometrical conditions. 

Efficiency of the free space optical communication system is seriously rotted due the angle of arrival (AoA) variance and including error 

pointing. The optical transmitter can be perfectly coordinated with the receiver by utilizing the pointing, acquisition, and tracking 

(PAT). However, this method is to be carried out under the airborne platform with required restrictions namely size, weight, and power. 

An overview of promising inter-satellite applications with the challenges have been discussed which sway the performance of the system 

and make the communication link unattainable.  

 

Keywords:  Angle-of-arrival variance (AoA), free-space optical communication, pointing, acquisition, and tracking (PAT). 
 

1. INTRODUCTION 

Ongoing years have seen enormous development in the field of information and communication techniques. The majority 

of this becomes conceivable with progression and utilization of Light wave technology in the field of communication. With fast, 

information transmission over larger distance has turned out to be conceivable [1]. This offered ascend to the optical wireless 

communication (OWC) being connected economically.Becauseof numerous points of interest over custom radio frequency signal 

(RF), OWC has been as of now connected in number of uses. LASER has been utilized seriously because of their coherent 
properties and in this way the equivalent is utilized to transmit information in space to convey between satellites orbiting in same 

or different orbits. This innovation has been named as inter-satellite optical wireless communications (Is-OWC) [2]. With 

properties like rapid and high limit, Is-OWC system empowers progressively successful, productive and steady activity of satellite 

system in years to come [3]. In this way by utilization of Is-OWC, a transformative space system can be shaped from satellites 

which can fill in as both backbone as well as user access nodes. [4-5].  

The first inter-satellite links utilized microwaves radio frequency (RF ISL) worked under Ka- band frequency groups 

which prone to be helpful for mobile satellite system.It is helpful in mobile satellite system (MSS) for example, Iridium Next and 

Artemis, however with the quick improvement of satellite interchanges which requires a massive bit rate [6], further to proceed 

towards the optical ISLs is important as it is referred to by their focal points, for example, high information rate, an enormous 

transfer speed, long communication distance,minutetransmission power with improved reliability and being cost effective, small 

antenna diameter and, more reliability and information security. Likewise, it is simple for multiplexing, DEmultiplexing, 
exchanging, and directing adaptability of the system applications. The primary optical ISL between satellites utilizing laser light 

was set up between the  European Space Agency's (ESA) and the French agency possessing Artemis satellite and the SPOT-4 a 

Earth perception satellite was the primary optical ISL utilizing laser light under the guidance of an experiment called 

Semiconductor Laser Inter satellite link experiment [8], [7]. For optical ISLs, three specialized parameters are important to set up 

an association between satellites; initial one is the frequency bands where it is in the scope of Tera Hertz (THz) to accomplishing 

huge information rate (Table I). The fundamental thought of transmission of the signal exposed to the free space experiences loss 

since zero absorption occurs in the signal. Reason to this loss is the non-alignment of the atmosphere. 

 

And second one is a technique named as multiple access which is used for allocating the capacity of satellite transponder 

for the interference escaping among the approaching signalviasatellites for the concerned earth stations [9], station limit is C=B 

log2(1+S/N), where ‘B’ refers to  the transfer speed, and S/N symbolizes ratio of signal to noise ratio. Thus the multiple 

wavelengths are utilized for the increment in the system limit at the time of 
 

Table I.OPTICAL FREQUENCY AND TRANSMITTED POWER 

Types of Laser Wavelength(µm) T Transmitted Power 

Solid state Laser Diode 

ALGaAs 0.8-0.9 About 100mW 

InPAaGa 1.3-1.5 About 100mW 
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Nd:YAG 0.532 100mW 

                                          Gas Laser 

CO2 10.6 Several tens of  

watts 

 

 

 

demandapproaching towards the final extent of single optical channel [10].  

The method of modulation is used which is supposed to be critical for the optimum modulation format [11] regarding a most 

extreme theoretical limit. This idea gives additionally phenomenal security which increases the immunity against jamming and 
interception [10]. The concerning point of this particular paper is to review about the inter satellite 

opticalwirelesscommunications,whichtransfers the data and collects the information among the satellites, and detailed examination 

with clarification of the need to choose optical transmission. A review on different difficulties looked by FSO communications 

system for inter-satellite links has been deliberated.SectionIpresent the brief introduction on IS-OWC system.While Sections II 

discuss some related work and explainsthe different types of  challenges for inter-satellite links confront by FSO communication 

system .Section III discusses the advantages of IS-OWC over RF communication system. Last section is a conclusion and gives 

future perspective for the opticalinter-satellite links. 

1.1. Is-OWCSYSTEM 

   Communication between two satellites is represented in the fig. 1.Whereas, fig 2 describes the coverage of the Earth’s surface 

area by the inter satellite laser links. 

By free space optics, signal is transmitted between two satellites in Is-OWC [38]. Block diagram of the Inter-satellite Wireless 
Optical Communication (Is-OWC) represented by the Figure 3. 

 

 

 
 

Fig. 1 Inter-satellite Optical communications [13] 

 

 

 
 

Fig. 2 Inter-satellite laser links around the Earth [13] 
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Fig.3 basic system block diagramfor simplex communication in Is-OWC. [13] 

 

1. Transmitter 

LASER is a source which produces light and it is carried by transmitting satellites, as well as used for tracking, satellite 

telemetry, for communication system and an optical modulator [15]. The information which is regularly transmitted by a satellite 

is same as the zone of the satellite and following of attitude, picture getting the data for which transmission is done by a satellite 

are, for instance, the satellite territory and atmosphere following for isolated distinguishing satellite and communicating  data got 

ready for handset system passing on satellite. The most liberal portion in the structure is light source as correspondence is done by 

transmitting light. Two sorts of optical light sources are used in optical correspondence, i.e., Light-emitting diode (LED) and 

injected laser diode (ILD).Development of these devices is done by semiconductor materials with the relationship of positive and 

negative charges semiconductor yielding photons or light imperativeness. Radiation of light from ILD monochromatic, sound and 

has over the top vivacity making it fitting for covering colossal division for transmitting in free space [16-17]. 

2. PropagationMedium 

 Considering the condition of Is-OWC framework, optical remote channel is viewed as the transmission medium. OWC 

channel is vacuumandfree from losses like climatic losses in opposition to free space optics which is acquainted with a few losses 

attributable to climate and air debilitation [18]. Taking the perfect case, transmitting distance is the particular origin for signal 

attenuation. At the transmitter and the beneficiary side, utilization of optical antenna or optical lensesis formed. Broad divergence 

of light beam acceptance is allowed by the optical antenna. 

3. Receiver 

 The signal on the recipient side of the Is-OWC incorporates a photodiode and a low pass channel. The detected 

receivedsignalis accepted by photodiode that changes it into an electrical signal [19]. Photodiode involves positive and negative 

charged semiconductor connection, connectedinreversebiassimply like in an optical light source [20-21]. Photons strike the 

junctionthenonlyan electrical signal is produced. Since having peculiar features as large amplification of weak light signals in free 

space optical transmission, APD is used [22].  

 

 

2. RELATEDWORK AND CHALLENGES IN INTER-SATELLITE LINKS FREE SPACE 

OPTICALCOMMUNICATION 

Atmospheric impactswhichaffects the result of communication between ground to satellite and satellite to ground. Free 

space optical innovation utilizes environmental windowto breach having characteristics arbitrary as similar to time and space. For 

inter-satellite FSO links, different constraining elements incorporate availability of link, surround noise and pointing. The 

respective paper encompasses various difficulties experienced by data designers with respect to laser uplink/downlink just as 

inter-satellite FSO links.Free space optical links are not exposed to the climatic changes or the disturbances because of the clouds 

since the satellite orbits are placed distant from the atmosphere. For such situation, real test was performed using the acquisition 

and tracking of the respective two satellites moving at a considerable relative speed. Since large distances have to be covered by 

the inter-satellite, hence the strategy of the transmission should be of high power efficiency with relatively good sensitivity on the 

recipient part.  

Thus the homodyne or heterodyne being the techniques of the coherent phase are placed convenient over direct detection 

methods at the inter-satellites free space optical links. At the resultant of view the above techniques present remarkable sensitivity 

at the receiver end delivered at high capacity links [23], [24]. Considering in today’s time the most elevated transmission in 
between LEO to LEO at a high speed of 5.6 Gbps is the homodyne BPSK transmission. The European Data Relay Satellite 

System (EDRS) was created by the renowned European space agency which effectively exhibited interface among Alphasat in 

GEO and Sentinel-1 in LEO at 1.8Gbps in 2014[25]. A detailed examination of the elements of the inter-satellite FSO links were 

expected for 1000 km separation at a speed of 2.5 Gbps .On the contrary knowing the fact that there was no exposure of the free 

space optical links to the climates and air restrictions. The Doppler shift, background radiations, acquisitions, Point ahead angle, 

tracking and satellite platform stability were responsible to be the difficulties for any constraints to the FSO for every case. These 

difficulties are talked about as pursues. 
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1. Point ahead angle 

The comparative movement betweenthetransmitter and receiver terminals requires the arrival signal to offset from the 

beacon location with the goal to adequately hit the recipient upon an appropriate location known as spatial temporal location. The 

pointing of the offset is called PAA.The time taken to travel for the long distances of cross link is dependent on the comparative 

speed of the two satellites. The degree of the PAA is of hundreds of micro radians considering space optical links where as it is 
normally many miniaturized scale radians for satellite to satellite and ground to satellite. Fig.4 delivers the idea of PAA sharing 

the optical beam sent by LEO and time ‘T’ and arrival beam from GEO at ‘T+4T’ .So for exact pointing accuracy, the adjustment 

of the receiving and transmitting terminals is done utilizing link maintenance control and tracking algorithm [26, 27]. For most 

part, an impact observed named point ahead angular anisoplanatism is experienced for the condition PAA greater than isoplantic 

edge from 

 
 

 

Fig. 4 Concept of PAA in space communications[26] 

 

 

trackingdirection. Generally it is brought about by the mismatch of the laser beam from the beacon path. 
 

2. Doppler Shift 

 

The variation in the recurrence of the received signal because of the relative movement among transmitter and receiver 

prompts Doppler impact. Occurring in inter orbit satellite links where the satellite in lower orbits travel quicker than at higher 

orbits. Range of movement to be rapid via information hand off framework is ±7.5Ghz for the transmission LEO and GEO 

respectively. 

The two LEOs can possess higher move engendering in inverse ways. The frequency move generated by Doppler around 

140 kHz move in a 2GHz clock time frame utilized for flagging. It requires a wide range of recurrence tuning for optical input 

filters or local oscillator (LO) lasers if there should be coherent optical link. This Doppler shift must be thought about for 

dependable FSO between satellite connections.  

The Doppler shift achieves a greatest worth when the radial part of the relative speed achieves its most extreme. 

Carelessness of Doppler impact brings about loss of information and recurrence simultaneity issues at the beneficiary end. 
Incorporation of an optical phase lock loop (OPLL) procedure with the LO laser is needed for diminishingDoppler shift [28]. The 

agreeable recurrence tuning among the transmitters and LO at the collector is actualized to oppose the impact of Doppler shift. As 

far as a beat signal(distinction of transmitter and LO recurrence)is accessed, the recurrence procurement procedure starts with the 

adjustment of LO with an open recurrence control loop close to transmitter. 

Recurrence tracking mode starts to lock on to the heterodyne recurrence control loop or homodyne loop, when the beat 

signal is retrieved. The utilization of the optical injection locking (OIL) method is other method;there is a downside that the 

locking recurrence range is constrained to commonly 1 GHz or less [29]. Both OPLL method and OIL procedure i.e., utilization of 

an optical phase injection lock loop(OIPLL) strategy, that is used to lock the recurrence and phase under Doppler shift 

circumstances. A pilot-bearer coherent LEO to ground downlink utilizing OIPLL Doppler recurrence move is shown in [30].The 

impact of Doppler move in homodyne inter-satellite communication link is investigated in [31]. Ideal transfer speed of the optical 

filter is resolved for the whole length of recurrence movements to improve the framework execution. The recurrence move 
prompted by Doppler impact is portrayed for LEO satellite constellation with optical inter-satellite links in [32]. For coherent 

homodyne recipient with optical phase lock loop the Dopplershiftrecurrence compensator is researched in [33]. 

 

3.Satellite vibration and tracking 
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The LOS signal is received by acquiring and tracking of the signals, such signals are created by the satellite or by the on-

board laser communication sub-assembly. The above process of tracking such signals is a tough task for the FSO links. The 

different unsettling influences created externally due to the satellite are there because of the various aspects such as thrusters, 

momentum wheels, gimbal packages and solar panels etc. There also exists various sources of noise caused by on-board laser 

communication system which comprises of Relative Intensity noise, background noise, dark current, shot noise, thermal noise and 

signal shot noise.Satellite vibration and trackingissuesand the discussion for restitution contemplated in [34]. 

4.Background noise sources 

The inter-satellite link observes some noises whose origin relies upon the detection method whether the system being 

pre-amplified or not optically. To detect the noise sources directly at the receiver’s end it is often observed that the noise 

formation is coming from bulk dark current this is the detector as well as the receiver amplifier. Which results in pre- amplifier 

noise and thermal noise and lastly the noise due to the signal i.e., shot noise .The local oscillator shot noise leads the system 

sources of the noise to detect coherently. Whereas, the stellar andcelestial radiant fluxes results in the background sources of 

noise. The light dispersing from optics structure comprised with the light falling on the detector adds to the background noises. 

 

5.Acquisition, tracking and pointing (ATP) 

 

In free space optical communication system pointing and acquisition of optical beam is a demanding concern in ground 
to satellite, inter satellite and satellite to ground links. 

Vuong V. mai et al [43] studied about the high-elevation airborne stages are connected to each other with the help of 

optical communications in free space. As a result it developed as a promising answer for setting up remote systems for rustic and 

remote zones. The exhibition of FSOC framework is seriously corrupted due to thevacillation of angle of arrival (AoA) and 

pointing delusion. The arrangement of optical transmitter and recipient is accomplished by utilizing the pointing, acquisition, and 

tracking (PAT); however the above structure should be compatible to work inside the space conquering of various challenges on 

dimensions, weight and power. Because the platform of airborne is on the speedy shift, hence the PAT works quickly which is 

very alluring. As for the outage probability and for the most favorable beam dimension at the transmitter and receiver, the closed-

form expression is allotted for this suggestion. For the précised derivation of the theory the Monte Carlo simulations is used for 

the confirmation. The airborne FSOC system with fixedbeam dimension above outspread radius of AOA variation and pointing 

delusion having the adjustable beam control strategy conquer the system. 

YagizKaymak et al [44] have given an extensive overview on optical communications in free space use ATP structure. 
Provided mobile communications adopt ATP structure is a demanding fundamental. As for obtain Line of sight, the proper 

adjustment of FSO transmitted receiver is needed and this is possible by using ATP structure. The classification of overviewed 

ATP structure is done as per their working assumptions, valued cases, exercised technology. The preferences and inconveniences 

of reviewed ATP components are recorded and talked about. Additionally talk about current difficulties and future research 

headings. 

Pointing and acquisitionof optical beam turn into a primitive concern for the ground to satellite, inter satellite and 

satellite to ground FSO communication links. It happens because of the platform jitter disturbances, and narrow beam divergence 

of the optical beam[35]. Carrying wide range of FOV, coarse detection is executed under the mode of acquisition. At the receiver 

end there exist a detector which identifies based on the sensitivity of the position of the beacon signal. The receiver also continues 

to search for the required signal in its FOVside by side. While presentation of the free space optical link is constrained because of 

fluctuating pointing framework brought about by given stochastic systems: (i) following commotion made by the electro-optic 

tracker and (ii) vibrations made by inner satellite mechanical systems. The impact of satellite vibration and stage jitter is 

portrayed in [36]. The incorrect arrangement by any one may bring about connection disappointment or seriously debase the 

presentation of the framework.  

The acquisition procedure is first tread for formation of free space optical link and it include the transmission scanning 

with its limited beacon signal over an ambiguity range. In large background radiations the beam location by the receiver helped 

with beacon signal which is having adequate peak power and small pulse rate.[37].The once the guide signal is identified, the 

accepting terminal utilizes beam controlling components to point a relentless guide signal towards the starting terminal frequently 

balanced by fixed PAA. Fig. 5demonstrates the essential idea of ATP for a space FSO correspondence framework. 

The telescopic assists in collecting the uplink signal from the ground level which is further directed towards dichroic 

beam splitter-1. The splitter-1 will direct the coming signals to splitter-2 which later on guides the incoming signal to the ATP 

subsystem co-coordinating with signal’s wavelength. Lastly the beam splitter-3 converges the images from the initial situation on 

the focal pixel array (FPA). The area of this point on the exhibit speaks to the course from the received reference point signal in 

respect to the telescope's pivot (the focal point of the exhibit). 

Which opt for the telescopic approach for the FOV. By the above approach the spatial securing procedure is carried out 

and on the other hand capturing the ground zero situation of the station on to the FPA. Finally the signal is escorted from the 

satellite towards the receiver located at the base station thus shaping an interface for the LOS. Hence the reference point signal is 

obtained, governs the rational signal to taper down the FOV till the time the duo frameworks gets bolted among themselves. 
Hence to start discovering the signal at the receiver satellite signalrange request in the space, the signal range should  

be as per the requirement as well as the energy quotient (of the signal 
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Fig. 5 The ATP system between Ground station and on-board satellite [45] 

Obtained) should also be genuine to initiate the recurringcircuit on its own. Regularly, the change from securing to following 

stage takes not exactly one second.At times, beaconless pointing utilizing divine reference source just [38], [39] is utilized to give 

an ideal pointing reference. This engineering furnishes a disentangled activity with extensive power sparing as it disposes of the 

need of additional reference point signal. 

 

3. ADVANTAGES OF Is-OWC 

 

In the previous years, the inter-satellite optical wireless communication has turned out to be well known because of the succeeding 

advantages:  

1.High Data Rates:With the assistance of light as carrier frequencyit is acceptableto be amplified using quick inter-satellite links 

[40].Which flares up the information rates to Gbps to be used in the communication of the satellites optically.  

2.Unlicensed Spectrum: The optical inter-satellite communication neither requires the necessity of license of spectrum nor for the 
co-ordination of the frequency as used in radio and microwave systems. Interference is certainly not a main task from or to system 

andfurthermore, point-to-point laser signal is immensely difficult to intrude on, making it secure and safe. 

3.Smaller Wavelength: The wavelength of light is significantly less with respect to microwaves. Signal wavelength of optical 

inter-satellite communication over RF/Microwave communication system is carrying huge variation. In this manner, 

RF/Microwave with respect to light wave describes the tapering nature of the thickness of the beam for respective magnitude of 

the signal. [41].  

4.Huge Bandwidth: The transmitting data in any communication system is associated with the modulated carrier bandwidth.Data 

transmission of around 2000 THz is utilized as per the methods described for the high frequency optical carrier. 

5.Reducing Antenna Size: The size necessity of the transmitter andreceiver antenna  is huge and furthermore massive if 

RF/Microwave system is to be dynamic. While the antenna size gets diminished to centimeters just as its carrier frequency is 

enormous, in optical inter-satellite communication system. Thus the satellite heaviness is reduced and power need is also 
decreased in optical inter-satellitecommunication system [42].  

6.Small width beam dimensions:A small width beam is perceived for optical emission and its example a laser beam which is 

having diffraction restrained disparity in 0.01 to 0.1μrad. This shows transmitting force is engaged with a thin range giving an 

optical inter-satellite link giving sufficientisolation from its probable interferers.  

The different focal points incorporate insusceptibility to the radio frequency interferences, faster communication, power 

efficiency, high accuracy or more all wireless optical communication doesn't contaminatetheenvironment with electromagnetic 

radiations. All the subtleties determined are dynamic in an optical inter-satellite communication system since it can diminish the 

payloads and along these lines diminishing the cost. 

 

4. CONCLUSION 

As technology has advanced, methods for communication have additionally changed. Is-OWC is a phenomenaltechnologywhich 

has been generally utilized and investigated for terrestrial communication and broadcast purpose. As after contemplating the 
related work of this field it is presumed that to accomplish more work on the different quality components like increase in 

bandwidth,transfer capacity, to upgrade the number of clients that can take an interest in the communication all the while. Thus 

further upgrades should be possible so as to evacuate these challenges discussed above by utilizingtrendy mechanisms. Different 

advanced modulation formats can be utilized too for improving existing limit of the Is-OWC systems. 
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Abstract — Android is a poplar mobile platform with millions of applications. Its popularity has attracted 

the attention of malware developers. This has led to an increase in risk associated with Android devices. The 

growth of mobile malware is so huge that traditional techniques for malware detection are inefficient. 

Therefore, effective and robust malware detection techniques are required. Many researchers have proposed 

static and dynamic approaches for effective detection of android malware. In this research, we have 

proposed a fine-grained hybrid model for efficient android malware detection using multi-modal learning. We 

have extracted features from a set of 4000 applications by using static and dynamic analysis. We have used 

multi-modal learning to better classify the samples. We have compared our implementation with other 

techniques. Our analysis suggests that multi-modal learning yields good results. 

Keywords —Static Analysis, Dynamic Analysis, Android, Malware Detection, Multi-Modal Learning 

1. INTRODUCTION 

Android is a popular mobile platform with millions of applications [1]. Android has a large 

market share and most of theusersareusingandroiddevices.Userdevicesholdsensitive 

information that can be exploited if fallen into the hands of a 

hacker.SensitiveinformationincludesIMEI,contactlist,saved passwords, etc. Malwares and 

other techniques are used by hackers to gain unauthorized access to user device. A malware 

isamaliciousprogramusedformaliciouspurposeslikegaining unauthorized access, stealing 

information, etc. There are different types of malwares like viruses, spyware, Trojan 

horses, rootkits, backdoors, etc. [2]–[6]. Hackers use variety of techniques to distribute 

these malwares into user devices like repacked apps, malicious website, third-party app 

store, etc. Malware has grown exponentially from 2014 to 2019 asshown in fig. 1 [7]. 

There are many reasons for huge malware growth in android like Larger Attack Surface, 

Open Source and loose security in Google play store. These shortcomings have led to an 

increase in the growth of Android malware. According to Quick Heal annual threat report 

2019, there is a huge increase in Android samples detection count from 2016 to 2019 [8]. 

Reports suggest the reisanincreasein profit-driven malware like ransomware, adware, 

potentially unwanted programs (PUP), premium SMS, etc. The report also suggests that 

malware infection rate is not uniform across the world rather it varies on the basis of 

geological areas like mobile malware infections in Iran, Bangladesh, China, India, and 

Nepal are 35.12%, 28.3%, 27.38%, 21.91%, and 20.78% respectively. 

Thisdataalsosuggeststhatthereexistsomecountriesthatmay become a victim of malware 

attack due to poor security infrastructure.Manyresearcheshavebeenstudiedforanalyzing and 

detecting malware based on static and dynamic analysis using machine learning 

techniques. They work by extracting features from the applications and then building the 

model based on the featurevector. 
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Fig. 1: Mobile Malicious Installation packages detected by Kaspersky Lab [2] 

In this paper, we have proposed an efficient technique for effective android malware 

detection using a multi-modal deep neural network. We have compared our technique with 

other approaches [9], [10]. We have also extended these approaches for dynamic and 

hybrid analysis. We have performed the analysis by extracting features from a large dataset 

of 4000 applications using static and dynamic analysis. We have reduced the features by 

using Information Gain Attribute selectionalgorithm.Theanalysishasbeencarriedoutonalarge 

dataset of 4000 applications with 2000 benign and 2000 malware applications. The benign 

apps are collected from AndroZoo Repository [11] and Malware apps are collected from 

VirusShare repository [12]. Our result shows that multi- 

modalneuralnetworkisaneffectivealternativeandcanbeused for android malware detection. 

Our analysis also suggests that machine learning models yield a better result when 

featuresare provided in the form of different modalities separately rather than combining all 

the features into one long feature vector. The remaining part of this paper is arranged as 

follow. Section II briefly discusses related work. Section III discusses the implemented 

architecture for malware detection. Section IV discusses the results of our analysis and 

Lastly, Section V presents theconclusion. 

2. RELATEDWORK 

Traditional malware detection methods are signature-based. A unique signature is 

generated for each malware found by 

extractingsegmentsfromcode.ItsdrawbacksareIneffectiveto detect a zero-day error, 

Distribution of newly generated malware is a costly process and obfuscation attacks can 

bypass it. This leads to the development of heuristic-based detection 

approaches.Machinelearning-baseddetectionmethodsprovide reliable and robust malware 

detection by extracting static and dynamic features. Static analysis-based approaches are 

widely popular [9], [10], [13]–[15]. Arp et al. proposed a static framework that uses 

permissions, activities, services, system events, etc. as features for classifying malware [10]. 

The research was based on support vector machine for model 

creation.Yuanetal.proposedastaticframeworkusingrotation forest model to better classify the 

dataset [9]. However, static approachesareinefficienttodeterminetheobfuscatedcode.To 

detect obfuscated code, dynamic analysis approaches are used [16]–

[19].Fengetal.implementedadynamicframeworkbased on ensemble learning techniques [17]. 

They have used system calls, network logs, API Calls, etc. as features to better classify 

malware. Many types of research are carried out by using a combination of both techniques. 

It was found that the hybrid approach gives the best result [20]–[22]. Yuan et al. 

implemented a hybrid approach using both static and dynamic features and was able to 
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achieve good accuracy [21]. Deep learning is a relatively new field that is becoming popular 

now a days. Many researchers have used DNN for malware detection and achieved good 

results[23]–[25]. 

In comparison, our work is motivated by some of the above techniques and approaches, but 

with a focus on multi-modal learning using a deep neural network. We have used features 

extracted from a large dataset of 4000 applications using static and dynamic analysis, 

collected from AndroZoo [11] and VirusShare repository [7]. We have extracted a huge set 

of features from the application set. Considering the existance of noisy and redundant 

features, we have used a feature selection algorithm to reduce the size of the feature set. 

We have used informationgainalgorthmtoreducethesizeofthefeatures.Our 

resultshowsthatrecentadvancesinneuralnetworkapproachescanbeusedasabetterclassifierwhe

ncomparedwithtraditional approaches. 

3. PROPOSEDFRAMEWORK 

This section gives a brief overview of the proposed framework in depth. We have 
defined the general framework and then discussed the proposed framework in detail. 
Malware detection techniques that uses machine learning for effective malware detection 
follows this framework with modifications [26]. The steps are defined in the fig. 2. The 
research methodology can be broadly classified into four major steps which are as follows 
– Dataset Creation, Feature Extraction, Feature Selection and Model Creation. 

 

Fig 2: General Framework 

In the initial phase, dataset is constructed by downloadingapps from malware and being 
repositories. For collecting malware 
applications,wecandownloadappsfrommaliciouswebsitesor malware repositories like 
VirusShare [7]. We have used VirusShare repository for malware samples. For benign 
samples, we can download apps from play store or third party Appstore. We have used 
AndroZoo Repository for benign samples [6]. The Dataset is given in table1. 

 

 

TABLE 1: DATA SOURCE 

  
DataSource QUANTITY   

AndroZoo (Benign) 2000 

VirusShare(Malware)2000 

The next phase is feature extraction as shown in fig.2 In this phase, we extract features 
from a large set of application using static and dynamic analysis techniques. Here, we have 
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to use a feature representation technique. We have used binary 
representationforgeneratingafeaturevector.Thefeaturevector is defined in equation1. 

X = < X1, X2,X3. . . . . . . . . Xn  |Xi= feature> (1) 

 

Here,afeatureisdenotedbyXiwhereitcandenoteacomponent like intent, permission, API call, 
app component etc. These features are extracted by using static and dynamic analysis 
technique. We have used binary representation in our research. In binary representation, 1 
denotes feature is present and 0 representfeatureisnotpresentasshowninequation(2). 

f(x)= {1 featurepresent 

0 Otℎerwise   (2) 

Asdiscussed,featurescanbeextractedusingstaticanddynamic 
analysistechnique.Instaticanalysis,weanalyzethesourcecode 
oftheAPKwhileindynamicanalysis,weexecutetheAPKand extract features by monitoring its 
behavior. A feature vector is generated for each application denoting the behavior of the 
application. We have stored feature vector of each APK into a 
commonCSVfile.Forextractingstaticfeatures,therearemany 
toolsavailablelikeApkTool[27]andAndroguard[28].Wehave used the Androguard 
framework for reverse engineering Android applications [28]. We have extracted API Calls, 
Permissions, System events (Components, Intents, Broadcast Receivers, and Services) and 
Opcodes from a large set of 4000 applications. For extracting dynamic features, we have 
used DroidBox framework for behavior analysis of android 
applications[29].WehaveextractedDataleaks,FileAccesses, 
Enforcedpermissions,andcryptocallsfromalargesetof4000 
applications.Inourresearch,wehaveextractedatotalof118333 features from the dataset each 
categorized into eight broad categories.Thefeaturesaresummarizedinthetable2. 

 

TABLE 2: FEATURE SET SUMMARY 

 
CATEGORIES NO. OF FEATURESEXTRACTED     

 
S1 - API Calls 30105 
S2 - Crypto Calls 51 
S3 - Data Leaks 3 
S4 - Enforced 
Permissions 

1000 

S5 - System Events 63112 
S6 - Files 22392 
S7 - Opcode 226 
S8 - Permissions 1444 

 

When the feature extraction phase is complete, we are usually presented with a large set of 
features. This results in a large number of computations and requires a lot of resources. 
Hence, feature selection techniques like Information Gain are used to minimize the 
dimensionality of the vector. Feature selection technique ranks the features on the basis of 
their contributiontomalwaredetection.Bestfeaturesareselectedand rest features are removed 
thus reducing the size of the feature vector. We have used Information Gain as Attribute 
Selection algorithm to reduce the feature vector dimensionality. Wehave 
reducedthesizeofthefeaturevectorbyconsideringtopfeatures 
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basedontheirscore.Wehavefilteredthetopfeaturesthathave 
InfoGainscoreofgreaterthan0.1exceptthedataleaksfeature 
asnumberoffeaturesinitisalreadylow.LetAbethesetofallattributesandEsetofalltrainingexampl
es.V(x,a)bethevalue of specific example x for attribute a. H defines Entropy. Values(a) 
represents a set of all values of a where a ϵ A. Information gain is defined by the following 
relation as shown in equation3. 

𝐼𝐺(𝐸, 𝑎) = 𝐻(𝐸) − ∑ (
|{𝑥∈𝐸|𝑉(𝑥,𝑎)=𝑣}|

|𝐸|
. 𝐻({𝑥 ∈ 𝐸|𝑉(𝑥, 𝑎) = 𝑣}))𝑣𝑒𝑣𝑎𝑙𝑢𝑒𝑠(𝑎)   (3) 

The final phase is model creation. In this phase, models are built using machine learning 
algorithms. Initially, the dataset consisting of malware and benign apps are split into two 
parts with 80% samples for training and 20% for testing. There are many factors that are 
used for determining the quality of the model like accuracy, F1, Recall, precision etc. These 
metrics help to justify the performance of the algorithm being used for model creation. We 
have used TensorFlow and keras (python- 
basedframework)forimplementingadeepneuralnetwork.We have implemented multi-model 
neural networks by varyingno. ofneuronspresentinhiddenlayerandno.ofhiddenlayersinthe 
network. Our results show the promising result with good 
detectionaccuracy.Wehavecomparedourapproachwithother techniques. Multi-Modal 
learning is an approach to learning a good model by using the joint representation of 
different modalities. Modality refers to the way in which something can be experienced. A 
problem can be labeled as a multimodal 
problemwhenitincludesmultiplesuchmodalities.Forexample, 
consideracaseofanimage.Animageisusuallyassociatedwith a description (A long text 
describing the image), tags and pixel intensities. These all constitute the different modalities 
for the problem. Multi-Modal learning helps to learn such models that can solve these 
problems efficiently and effectively. Multi- Modal learning models are also capable of 
learning missing modalities given the observed ones. In a multi-modal learning approach, 
multiple models are built based on different modalities. All the models are then merged by 
using a merging layer and then final modal is used to predict the result. The process is 
shown in figure 3 as shownbelow. 

 
Fig 3: Multi-Modal Deep Neural Network (DNN) 

Inthisresearch,wehaveimplementedahybridmodalbased onmulti-
modallearningwhichisshowninfig.4.Ourapproach is categorized into four broad steps – 
dataset creation,featureextraction, feature selection, and model creation. These steps in detail 
are summarized below – 
1. Inthefirststep,thedatasetisdownloadedfromrepositories. Malware apps are collected from 

VirusShare repository [7] andbenignappsarecollectedfromAndroZoorepository[6]. We 
have collected a total of 4000applications. 

2. In the second step, the features are extracted from the collected dataset. We have used 
two approaches for feature extraction – static analysis and Dynamic analysis. We have 
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used Andro Guard forcollectings tatic features and Droid box forcollecting dynamic 
features.We have collected a total of 118333 features. All the data is persisted in a 
CSVfile. 

3. In the next step, we have used Info Gain feature selection algorithm to reduce the feature 
vector dimensionality. Not only it helped in reducing the feature vector size but also 
helpedinimprovingthecomputationaltimeandaccuracyof theclassifiers. 

4. In the final step, we have implemented our proposed approach as shown in the fig. 4.1. 
We have categorized the features into eight broad categories. We have built a classifier 
for each feature category using a deep neural network. We then have used a Merge layer 
to merge allthemodels. Finally, we have built a DNN to predict the final result. 
 
A multi-modal neural network contains a number of models 
thattogetherprovidesanendresult.ItconsistsofaninitialDNN 
andfinalDNN.TheinitialDNNhasoneinputlayerand2hidden layers each having n number 
of neurons. Each neuron having 
ReLUastheactivationfunction.Thecountofneuronsisvaried 
inthenetworkinordertotuneitforbetterpredictions.Thefinal DNN have one merging layer, 
two hidden layers, and one final 
outputlayer.EachlayerdefinedinthisnetworkhasusedReLUfunctiontobeusedasactivationfu
nctionexceptthefinaloutput layer. The final output layer has used Sigmoid as 
theactivation function. 

Fig. 4: Proposed Architecture 

4. EXPERIMENTALRESULTS 

This section briefly reported the performance of our implemented approach and compared 

it with other approaches. Our main motive is to demonstrate that multi-modal learningis an 

efficient and effective technique for detecting android malwares. We are able to achieve the 

best result that is97.25% accuracy using this technique. We have used precision, F1, Recall, 

and accuracy as performance metrics. It is found that these measurements are very effective 

to assess the quality of classification in case of Android Malware detection. The metrics are 

defined in the equation 4-7. 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑃
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𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝐹𝑃 + 𝑇𝑁 + 𝐹𝑁
 

𝐹𝑆𝑐𝑜𝑟𝑒 = 2 ∗
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 ∗ 𝑅𝑒𝑐𝑎𝑙𝑙

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑅𝑒𝑐𝑎𝑙𝑙
 

We have divided the large dataset of 4000 applications with 80% samples for training and 

rest 20% samples for testing. TrainingsetisusedtobuiltthemodelandtheTestingsetisused to 

evaluate the model. We have split the dataset with 80% samples for training and 20% 

samples for testing. We have analyzedafewapproachesbasedonhowtheyhaveconstructed the 

feature vector. In comparison, we have focused on and 

compareddifferentmodelsbasedonasetoffeaturesusedinthe approach. All the feature set is 

broadly categorized into eight categories. In our approach, we have followed a notation to 

represent multi-modal architecture. The multi-modal network 

consistsofinitialandfinalDNN.TheinitialDNNhasoneinput 

layerand2hiddenlayerseachhavingnnumberofneurons.The final DNN has one merging 

layer, two hidden layers and an output layer with predefined neurons. Syntax to describe 

the multi-modal architecture is defined in equation8. 

 

Representation: [ [X1, X2, X3 …] [X1, X2,X3…]] (8) 

Here the first part represents the configuration of initial deep 

neuralnetworkandthesecondpartrepresentstheconfiguration of a final deep neural network. 

The Xi represents the count of neurons present in the hidden layer. The shape of the 1-

Darray represents the total count of hidden layers. We have summarized our analysis in 

table 3. Based on the above analysis, we found that the best result is achieved when we use 

two hidden layers in both initial and final DNN with each 

hiddenlayerhaving20neurons.Thebestresultachievedis97.25% accuracy. We have compared 

our approach with two other approaches. Approach-1 is similar to DREBIN [10] and 

Approach-2 is similar to DroidDet [9]. Both these techniques are based on static analysis 

only. We have extended both the techniques for dynamic and hybrid analysis. We 

haveprovided a comparative analysis which is given in the below table4. 
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5. CONCLUSION 

Inthispaper,wehavegivenageneraloverviewofmalwareand its propagation techniques. We 

have also discussed different techniques for detecting malware with their strength and 

limitations. Keeping those limitations in mind, we have implemented a hybrid android 

malware detection technique using multi-modal learning to detect malwares in android 

devices. This model helped to overcome the problems of both static and dynamic analysis 

when used individually. We have also compared our approach with two other approaches 

and found that multi-modal learning yields a better result. We have 

alsoextendedtheapproacheswithdynamicandhybridanalysis. 

Wehavealsoimplementedadeepneuralnetworkandcompared it with our approach. The result 

indicates thatmulti-modallearning is an effective technique and yield a better resultwhen 

comparedwithothertechniques.Ouranalysisalsosuggeststhat the model yields a better result 

when features are provided to it individually rather than combining all features into one 

long feature vector. In this research, we have used both static and dynamic feature 

extracted from a large dataset of4000applications. The applications were collected from 

VirusShare andAndroZoorepository.Wehaveachievedagoodresultwith 97.25%accuracy. 
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ABSTRACT 

Ground water samples were taken in polythene bottles from achhnera  namely site I station bazaar, site 

II Railway loco colony , site III- Rathiya mohalla, site IV- Jatwan mohalla, site V- Shekhan mohalla and site 

VI- Bajahera mohalla  for studying. Experimental set up were performed for analysis of sample for total 

dissolved solids, Electrical conductivity and major ions eg., Ca++, Mg++, Nitrite, F+, Na+, K+. In this paper 

highlights the analytical results for main ions causal towards total dissolved solids. The experimental 

material is compared with the  drinking water quality standard laid by Indian Council of Medical 

Research (I.C.M.R.), We found that water samples are no suitable for human  due to high concentration 

of one parameter to the other. Most of the samples have total dissolved solids values a large amount 

than the most permissible level stipulated by ICMR. The high values of these parameters might have 

health implications and so they need notice. 

Key Notes: Sample of Water ,Conductivity, pH meter and Spectrometer 

 

1. INTRODUCTION 

According to W.H.O., about 80% of all the diseases of human beings are caused by water. Since these 

diseases are directly connected with human health, it’s needed to bring alertness among the present 

and future generation about the consequences of water pollution. Pollution can be defined as “The 

addition of something to water which changes its natural quality”. Contamination can also be defined as 

“Effluence is a alteration of the physical, chemical and biological properties of water, restricting or 

preventing its use in the a variety of applications where it usually plays a part.  
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With fast growing inhabitants and better living standard, the force on water supply is increase 1-2. Rapid 

industrialization and urbanization contain led to discharge of industrial effluent which revolve pollutes 

the ecosystem. The removal of effluent has become a serious techno-economic difficulty particularly 

due to increasing cost of disposal and growing consciousness of pollution hazard. Ground water is an 

significant source of drinking water for much of the world’s population and its quality of purity has no 

direct effect on human health. Ground water is normally a very good source of drinking water because 

of the cleansing properties of the soil. It is also used for irrigation and spraying and where surface water 

is limited for industrial purpose. Water is a universal solvent3 and it dissolves minerals from the rocks in 

which it is stored and thus physical and chemical quality of ground water depend on geology of 

particular area. The quality of ground water is the resultant of all the processes and reaction that act on 

the water from the moment, it condense in the atmosphere to the time it is discharged by a well4 .The 

socio-economic  increase of a region is severely constrained by non availability of safe drinking water5. 

Ground water meets domestic needs of extra than 80% rural and 50% urban population also fulfilling 

irrigation need of around 50% irrigation agriculture. Around two fifth of India’s agriculture output is 

contributed from area irrigated by ground water. Contribution from ground water to India’s Gross 

domestic product has been estimated to be 9% a reported6. 

 

The most important objectives of the hydro chemical studies to identify the distribution of solute in 

ground water, and the appropriateness of the ground water for household and agriculture purpose. 

Bacterial contagion and total dissolved are two most important criteria for judging the quality of water 

for drinking purpose. U.P. State is characterized by high disappearance and extreme variation in 

temperature and Irregular rainfall7. In persistence of the work earlier complete related to ground water 

analysis and the results of ground water analysis presented in this paper Achhnera, Distt. Agra, ground 

water mainly contains no suspended particles and practically no bacteria. The suitability of ground water 

for domestic uses has been based on substance composition of dissolved solids8 .The I.C.M.R(1975) has 

recommended highest desirable limit of 500mg/l and maximum permissible limit of 1500mg/l for total 

dissolved solids9`. 

 

2. MATERIALS AND METHODS 

Sample were collected in polythene bottles from six different sites namely site I station bazaar, site II 

Railway loco colony , site III- Rathiya mohalla, site IV- Jatwan mohalla, site V- Shekhan mohalla and site 

VI- Bajahera mohalla from the depth of 35’ and 75’ft.ulmost be concerned werein use during sampling 
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to remain away from any type of pollution Temperature and pH were measured at the time of collection 

itself. Physical attributes like Total suspended solids was evaluated by microprocessor. The conductivity 

was measured by conductivity meter. Major ions like Calcium, magnesium, and chloride were analyzed 

using the standard titrimetric method. Sulphate ion evaluation was completedby 

Spectrophotometrically. Na++,K++ ions analysis were complete using Systronic Flame Photometers. 

 

3. RESULTS AND DISCUSSION 

                The consequences of the analysis are reported in table 1 and graph. In the present studies, the 

pH values in all the samples ranges from 7.60-7.78, which be well in the highest permissible level (6.5-

9.2). The lesser value of pH may source tuberculation and decay while the higher value may create 

incrustation, residue deposit, and difficulties in chlorination for disinfection of water10. 

 EC of the ground water in all sites was under the permissible limit stipulated by ICMR. 

Conductivity is measurement of the dissolved solids in ms/cm. Conductivity varied from 650.00 – 663.00 

ms/cm. Chloride ions was found from the range 350 to 390 mg/lt Chloride ions concentrations in a large 

amount of the samples were found higher than the attractive limit (i.e. 200ppm) but under the 

permissible limit (i.e. 1000ppm) for drinking water at all site. High chloride concentration indicated 

organic pollution. 

Sodium was found from the range 346 to 385 mg/lt. Sulphate in most of the sample found from the 

range 162.00 to 185.00 mg/lt. It was found within the permissible limit (400 mg/lt, ISI. 1991. 

Calcium is toocrucial for healthy growth of bones and play important roles in biological system. Calcium 

varied from 88.80-97.18. Calcium was found in the entire sample higher than the highest desirable limit 

(75ppm) but under the permissible limit of ICMR i.e. 200ppm. Magnesium is a useful metal but toxic at 

higher concentration. Mg+ ranged from (60.28-70.58) mg/lt (highest desirable limit for magnesium by 

ICMR is 105 ppm). 

 

4. CONCLUSION 

It can be concluded from the results that the ground water in Achhnera town possess high desirable 

value of total dissolved solids, chloride sodium and magnesium ion conc. etc. Althoughnot any of these 

factors pretense any serious health hazards thus far these humiliate quality of drinking water and 

therefore necessary to be treated. 
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Table 1: Analytical and Physico-Chemical Parameter of Ground water 

S.N

o 
Location Temp. pH 

Electric

al 

Conduc

tivity 

Turbidi

ty 

Chlorid

e Ions 

Bicarbo

nate 

Ions 

Ca++ Mg++ SO4
_ _ Nitrate 

Flo

rid

e 

Na+ K+ 
Total 

Solid 

1 
Station 

Bazar 

18.80 

(±0.10

) 

7.75

(±0.3

0) 

655.00 

(±1.12) 

6.50 

(±1.52) 

360.00 

(±0.27) 

588.00 

(±1.26) 

92.80 

(±0.65) 

64.00 

(±0.35) 

165.00 

(±0.54) 

14.40 

(±0.10) 

Ab

. 

380 

(±0.66) 

7.80 

(±0.16) 

658 

(±1.28) 

2 

Railway 

Loco 

Colony 

19.30 

(±0.01

) 

7.60

(±0.1

1) 

650.00 

(±0.64) 

5.50 

(±1.27) 

350.00 

(±0.44) 

582.00 

(±0.36) 

88.80(±

0.39) 

60.28 

(±0.32) 

162.00 

(±0.62) 

1.65 

(±0.06) 

Ab

. 

344 

(±0.13) 

7.10 

(±0.04) 

653 

(±1.52) 

3 
Rathiya 

Mohalla 

19.00 

(±0.03

) 

7.78

(±0.4

5) 

668.00 

(±0.45) 

14.80 

(±0.99) 

390.00 

(±0.76) 

640.00 

(±0.62) 

97.18 

(±0.29) 

70.58 

(±0.13) 

185.00 

(±0.12) 

4.84 

(±0.12) 

Ab

. 

384 

(±0.08) 

10.46 

(±0.24) 

708 

(±1.20) 

4 
Jatwan 

Mohalla 

19.50 

(±0.03

) 

7.64

(±0.6

0) 

659.00 

(±0.35) 

8.34 

(±0.67) 

362.00 

(±0.02) 

590.00 

(±0.34) 

91.90 

(±0.11) 

66.00 

(±0.11) 

168.00 

(±0.32) 

2.24 

(±0.06) 

Ab

. 

355 

(±0.04) 

8.00 

(±0.54) 

680 

(±0.90) 

5 
Shekhan 

Mohalla 

19.88 

(±0.02

) 

7.76

(±0.2

2) 

662.00 

(±0.26) 

9..95 

(±0.32) 

365.00 

(±0.12) 

617.00 

(±0.32) 

95.50 

(±0.17) 

70.50 

(±0.03) 

174.00 

(±0.94) 

4.38 

(±0.08) 

Ab

. 

360 

(±0.04) 

9.56 

(±0.06) 

700 

(±0.48) 

6 
Bajahera 

Mohalla 

20.30 

(±0.21

) 

7.62

(±0.0

9) 

661.00 

(±0.12) 

9.90 

(±1.11) 

364.00 

(±0.34) 

615.00 

(±1.52) 

93.49 

(±0.23) 

69.38 

(±0.09) 

172.00 

(±0.74) 

3.23 

(±0.06) 

Ab

. 

356 

(±0.12) 

9.20 

(±0.96) 

685 

(±1.20) 
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Abstract 

The paper puts forward the high frequency performance analysis of the single gate and double gate FDSOI MOSFET. 
The simplified small signal equivalent model for both the devices are developed in order to analyze the High 
frequency response of the device more accurately, and to extract other important high frequency (RF) parameters. 
The small signal equivalent model is utilized to obtain the Y parameter of the device and from which the minimum 
noise Figure and S parameter of the device are derived and provides its applicability in the design of RFICs. The 
derived S parameters are used to evaluate its high frequency losses. It is observed that in the SG FDSOI MOSFET the 
Insertion loss is 2.47 dB, the Transmission loss is 2.48 dB and the Reflection loss is 1.02 dB lower than that of DG 
FDSOI MOSFET while the Return loss is 0.05 dB higher as compared to that of DG FDSOI MOSFET. The analysis is 
carried out using Silvaco 2D ATLAS tool. 

 

Keywords:FDSOI MOSFET, RFICs, Leakage current, Power dissipation, RF frequency. 

1. Introduction 

The demand for low power and RFIC applications are increasing day by day. This increasing demand leads to 
the need of high-density on chip integration in annexation with optimum performance 1. To achieve these properties, 
the CMOS technology is clamped into the tenth of the nanometre range 2. However, it becomes very arduous to 
preserve the performance of these devices in the nanoscale dimension due to its increased short channel effects 
(SCEs) 3-6. 

To overcome the afore stated hindrances, since last two decade researchers are making great effort and even 
various device designs already has been proposed 7-13. SOI technology out of several MOS technology is preferred due 
to its several advantageous features like it highly supress the leakage currents by using a buried oxide (BOX) 
insulating layer underneath the channel region and also its fabrication is easy and cost efficient 14-17. 

Considering the FDSOI MOSFETs, In the Radio frequency operating range several losses take place so it is very 
essential to analyse these losses in order to characterize the device more accurately 21. 

For RF applications several researches has already been carried out related to FDSOI MOS device design 19-22. 
Lázaro & Iñiguez compares the RF and noise performance of double gate (DG) and single gate (SG) SOI and observed 
that fT of the DG SOI is greater in comparison to the SG SOI and hence DG SOI has larger BW in comparison to the SG 
SOI for RF applications 23. Mohan Kumar et al. stated the impact of engineering in channel doping and gate electrode 
material on the analog and RF performance of FD SOI MOSFET and obtained that the gate engineered device has 
improved fTand fMAXwhile channel engineered device has reduced fT with respect to single metal double-gate (DG) 
MOSFET 24. Later, Sarkar et al. put forward the impact of gate engineering on analog and radio frequency (RF) 
performance of the DG MOSFET, and concluded that the use of triple metal gate electrode results in deviated peak 
horizontal electric field towards the source junction which results in improved carrier transference efficiency and 
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hence provides higher 1-dB compression point when compared to the single metal DG and double metal DG MOSFET 
making it suitable for high linearity ultra wide band (UWB) LNA design 25. Pradhan et al. discusses the impact of 
stacking high-k gate insulating materials over a silicon dioxide material on analog and radio frequency (RF) 
performance of the nanoscale double gate FDSOI MOSFET and concluded that gate stacking using Silicon Nitride 
(Si3N4) as high-k dielectric material exhibit improved DIBL, reduced subthreshold slope (SS), better fT and gain in 
comparison to the other dielectric materials making it suitable for large BW analog and RF applications 26.  

The analog and RF analysis of the above reported literatures only deals with either BW, short channel effects 
or power dissipation and their associated leakages. The losses in devices operating at the RF range has not been 
discussed by any of the earlier researchers. In this paper an analysis on the high frequency performance of the single 
gate and double gate FDSOI MOSFET is carried out in combined with their associated high frequency losses. The key 
Figure of merits (FOMs) used in the analysis are intrinsic capacitances (Cgs and Cgd), cut-off or unity current gain 
frequency (fT) and frequency transconductance gain product (FTGP). The results obtained for RF analysis of the 
designed devices has been compared and contrasted with reported results. Also the simplified small signal equivalent 
models for DG FDSOI MOSFET has been proposed for the first time to extract its essential RF parameters.  

2. Device Descriptions 

The structure of both the devices is shown in Figure 1 and Figure 2 respectively. The Silicon dioxide (SiO2) is 
used as an insulating material for gate as well as for the buried oxide (BOX) regions in the both devices. The drain and 
the source diffusion regions are n-type regions doped with Gaussian doping profile whereas the channel region is 
uniformly doped p-type region. The physical device models used in the simulation (Atlas simulator) are the Shockley-
Read-Hall recombination model (SRH), the common mobility model (CONMOB) and Boltzmann statistic (BOLTZMAN) 
as a carrier transport statistic. The parameters used in the design of SG FDSOI and DG FDSOI MOS devices is 
described in TABLE 1. 

[Figure 1] 

[Figure 2] 

[Table 1] 

 

3. Small Signal Analysis 

The small signal analysis is essential to examine the high frequency response of the MOS devices more 
precisely and also to easily extract other important high frequency parameter 27. In small signal analysis, the Source 
and Substrate (Body) terminal are shorted together in order to realize the effective configuration as a two-port 
network. This method is the simplest method used for extracting the parasitic components of the MOS devices which 
are utilized in accurate RF measurement. For common two port-network, a particular current and voltage values are 
assigned to each of these ports. For two port analysis of the MOS devices, Source and Gate terminal are considered 
as input port while Source and Drain terminal are considered as output port. For a two-port network if V2, I2 and V1, I1 
are considered as a voltage and current at the output and input port respectively, then it’s short-circuit admittance 
parameter can be formulated as: 

Y11 = I1/ V1|V2=0                                                                 (1)                                                                                                                                                                                                          
Y12= I1/ V2|V1=0                                                                 (2)                                                                                                                                                                                                                   

Y21= I2/ V1|V2=0                                                                 (3)                                                                                                                                                                                                                      

Y22 = I2/ V2|V1=0                                                                (4)   

   The admittance of this network is given by: 

𝑌 = (
𝑌11 𝑌12

𝑌21 𝑌22
)(5) 
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These Y parameters can be utilized to obtain the effective S parameters which is further used for high 
frequency analysis of the designed MOS devices. The Y parameters are used in the analysis because it is also known 
as “Transadmittance parameter” i.e., voltage controlled current source (VCCS) and it is a known fact that the MOSFET 
is inherently the VCCS. 

The small signal equivalent model of the SG FDSOI MOSFET 28 is shown in Figure 3 in which Cgs is gate to source 
capacitance, Cgd is gate to drain capacitance, Csb is source to body capacitance, Cdb is drain to body capacitance, Cgb is 
gate to body capacitance, Rg is the gate resistance and Rs is the source resistance, Rd is the drain resistance and Rsub is 
the substrate resistance. 

[Figure 3] 

[Figure 4] 

 

Figure 4 represents the small signal equivalent circuit of the double gate FDSOI MOSFET in which Cgs is gate to 
source capacitance which is a combination of Cg1s and Cg2s, Cgd is gate to drain capacitance which is a combination of 
Cg1d and Cg2d, Cg1g2 is the capacitance between Gate1 and Gate2 terminals, Rg1 and Rg1 are the resistances across the 
Gate1 and Gate2 terminals respectively and Rs is the source resistance, Rd is the drain resistance and Rsub is the 
substrate resistance. 

The gate to drain and gate to source capacitances are due to overlapping of gate electrode on the drain as well 
as source diffusion regions which depends upon the height of the gate electrode and responsible for fringe 
capacitances at the source as well as drain edges. Both the transition frequency fT and the maximum oscillation 
frequency fmax are inversely proportional to all these capacitances and hence increase in capacitances results in 
decrease in fT and fmax. Therefore, for better RF performance, the value of these capacitances should as small as 
possible. For distributed contact resistance model, the source and drain resistance is given by: 

𝑅𝑆𝑜𝑢𝑟𝑐𝑒 =  𝑅𝐷𝑟𝑎𝑖𝑛 = 𝑅𝐶 + 
𝐿𝑆/𝐷

𝑞µ𝑜𝑊𝑁𝑡𝑠𝑖
  (6) 

Where, RC is the contact resistance, LS/D is length of the source or drain electrode (for symmetric MOSFET), q is 
the charge on electron, W is the channel width N is the doping concentration of source or drain diffusion region, tsi is 
the silicon film thickness and µo is the electron mobility under no bias condition. 

 

3. Results and Discussion 

The transfer characteristics of the single gate FDSOI MOSFET and double gate FDSOI MOSFET is obtained and 
shown here as Figure5. For all the figures shown here, the line with square mark represents the behaviour of single 
gate FDSOI MOSFET and the line with circular mark represents the behaviour of double gate FDSOI MOSFET. Form 
Figure one can observe that with the increase in gate to source voltage, the drain current increase is larger in double 
gate FDSOI MOSFET as compared to single gate FDSOI MOSFET. The value of leakage current in double gate FDSOI 
MOSFET is found to be 0.15 A/µm while it is equal to 0.09 A/µm in the single gate FDSOI MOSFET. The Ion/Ioff is 
1.5×106 in double gate FDSOI MOSFET and 103 in the single gate FDSOI MOSFET. One can observe that the Ion/Ioff 
and the leakage current for the double gate FDSOI MOSFET is larger which implies that it has high switching speed 
with high power dissipation. The intrinsic capacitances (Cgd and Cgs) are obtained by using small signal AC analysis 
after performing the DC analysis. In this work the, the intrinsic capacitances (Cgd and Cgs) are obtained by performing 
AC analysis at 1 MHz frequency with DC sweep voltage of 0V to 1.5V. Figure 6 shows the variation of Cgd and Cgs for 
varying gate to source voltage. It is observed that for double gate FDSOI MOSFET the value of both intrinsic 
capacitances (Cgs and Cgd) are smaller as compared to the single gate FDSOI MOSFET. Smaller value of intrinsic 
capacitances implies that it has high transconductance value and hence it is more suitable for high frequency 
applications. 
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[Figure 5] 

[Figure 6] 

 

The fT can be evaluated by using Eq. (7). From the Figure 7 it is observed that in the double gate FDSOI 
MOSFET, the value fT is larger in comparison to the single gate FDSOI MOSFET which reflects the higher gate 
controllability with higher transconductance and lower intrinsic capacitances (gate capacitances) as explained above. 

Another key parameter for evaluating the analog and RF performance of the MOS devices is known as 
frequency transconductance gain product (FTGP) which is formulated in Eq. (8). FTGP shows the trade-off between 
switching speed and intrinsic voltage gain. For high speed operation we have to compromise with the voltage gain. 
When voltage gain increases, the lower limit of the drain current increases and the upper limit remain same which 
shows that its Ion/Ioff ratio decreases and hence its switching speed decreases. 

𝑓𝑇 ≈  
𝑔𝑚

2𝜋(𝐶𝑔𝑠+𝐶𝑔𝑑)
           (7) 

𝐹𝑇𝐺𝑃 = 𝑓𝑇 × (
𝑔𝑚

𝐼𝐷
) × (

𝑔𝑚

𝑔𝑑
) = 𝐹𝑇𝑃 × 𝐴𝑉     (8) 

[Figure 7] 

[Figure 8] 

 

Figure 8 to Figure 11 represents the variation of Y parameter (short circuit admittance parameter) with respect to 
the frequency up to 1THz. From Figure 8 and Figure 9 it is clearly observed that the Real (Y11), Real (Y22), Real (Y12) and 
Real (Y21) values for both the devices are frequency independent which implies that it is less sensitive to the high 
frequency signals. 

[Figure 9] 

[Figure 10] 

[Figure 11] 

 

Figure 10 and Figure 11 shows the variation of Img (Y11), Img (Y22), Img (Y12) and Img (Y21) values with respect to 
frequency for both the devices and from the Figure it is evident that the electrical characteristics exhibit by the both 
the devices are almost independent of the frequency upto several 100 GHz and beyond this it changes abruptly. The 
plots for Y parameters reveals that both the devices are exhibit almost similar performance in terms of frequency 
sensitivity. 

[Figure 12] 

 

Figure 12 represents the variation of minimum noise Figure with respect to frequency and it is observed that 
upto 100GHz of frequency range it is almost negligible and beyond this it increases abruptly. For single gate FDSOI 
MOSFET this increase is larger as compared to the double gate FDSOI MOSFET. 

[Figure 13] 

[Figure 14] 

[Figure 15] 

[Figure 16] 
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Figure 13 to Figure 16 represents variation of the S-parameters with respect to frequency. All the S-parameters 
are derived from the Y-parameters of the device (Eq. (9) to Eq. (12)) 19. From the plot it is observed that the all the 
parameters are frequency independent upto 10GHz of frequency range and beyond this the change is gradual in 
nature. 

𝑆11 =  
(1−𝑌11)(1+𝑌22)+𝑌12𝑌21

(1+𝑌11)(1+𝑌22)−𝑌12𝑌21
  (9) 

𝑆12 =  
−2𝑌12

(1+𝑌11)(1+𝑌22)−𝑌12𝑌21
 (10) 

𝑆21 =  
−2𝑌21

(1+𝑌11)(1+𝑌22)−𝑌12𝑌21
(11) 

𝑆22 =  
(1+𝑌11)(1−𝑌22)+𝑌12𝑌21

(1+𝑌11)(1+𝑌22)−𝑌12𝑌21
(12) 

In the high frequency operating range several losses take place so it is very essential to analyse these losses in 
order to characterize the device more accurately. Some of the important losses associated with the devices in the 
microwave frequency range are as follows (Eq. (13) to Eq. (16)) 19: 

Insertion loss:  

10𝑙𝑜𝑔
𝑃𝑖

𝑃𝑜
= 20𝑙𝑜𝑔

1

|𝑆21|
= 20𝑙𝑜𝑔

1

|𝑆12|
(13) 

Transmission loss:  

10𝑙𝑜𝑔
𝑃𝑖− 𝑃𝑟

𝑃𝑜
= 10𝑙𝑜𝑔

1−|𝑆11|2

|𝑆12|2 (14) 

Reflection loss:  

10𝑙𝑜𝑔
𝑃𝑖

𝑃𝑖− 𝑃𝑟
= 10𝑙𝑜𝑔

1

1−|𝑆11|2(15) 

Return loss:  

10𝑙𝑜𝑔
𝑃𝑖

𝑃𝑟
= 20𝑙𝑜𝑔

1

|𝑆11|
 (16) 

Figure 17 to Figure 20 represents the losses associated with the devices at RF frequency range. From Figure 17 
and Figure 19 it is found that the both Insertion losses and the reflection losses in the single gate FDSOI MOSFET is 
smaller in comparison to the double gate FDSOI MOSFET while from the Figure 18 and Figure 20 is found that the 
Transmission loss and the return losses in the single gate FDSOI MOSFET is larger as compared to the of double gate 
FDSOI MOSFET.  

[Figure 17] 

[Figure 18] 

[Figure 19] 

[Figure 20] 

 

It is obtained that the leakage current in single gate FDSOI MOSFET is lower in comparison to the double gate 
FDSOI MOSFET which implies that the static power dissipation in the former device is lower. The transconductance 
and Ion/Ioff ratio of the double gate FDSOI MOSFET is greater than that of single gate FDSOI MOSFET and implies that 
double gate FDSOI MOSFET is suitable for fast switching and large BW applications. 
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In Table 2, the RF performances of the designed devices are compared with the various MOS devices reported in 
the literature and it is found that as the channel length decreases, (0.25µm in Ref. [31], 40 nm in Ref. [26] and20 nm 
in this work) the value of gm increases due to which fT of the device also increases and follows the 1/L (L=channel 
length) trend, but in contrary to this it is found that the value of FTGP highly decreases which implies that the gain of 
the device decreases while switching speed increases.  

[Table 2] 

4. Conclusion 

An analysis on the RF performance of the single and double gate FDSOI MOSFET is carried out. Also the small 
signal equivalent circuits are developed in order to analyse the RF response of the device more accurately, and to 
extract other important RF parameters.  

The key FOMs used in the analysis are intrinsic Cgs&Cgd, fT and FTGP. It is observed that the value of gm for 
DGFDSOI is 38% larger than that of SGFDOI, 97% larger than GSDGFDSOI (Ref. [26]) and 89% larger than SGFDSOI 
(Ref. [31]). The fT for DGFDSOI is 37% larger than that of SGFDOI, 99% larger than GSDGFDSOI (Ref. [26]) and 100% 
larger than SGFDSOI (Ref. [31]).  The leakage current in single gate FDSOI MOSFET is 39% smaller in comparison to 
the double gate FDSOI MOSFET which implies that the static power dissipation in the former device is lower. The 
Ion/Ioff ratio of the double gate FDSOI MOSFET is 103 times greater than that of single gate FDSOI MOSFET and 
implies that its switching speed is higher. The derived S parameters are used to evaluate its high frequency losses. It 
is observed that in the SG FDSOI MOSFET the Insertion loss is 2.47 dB, the Transmission loss is 2.48 dB and the 
Reflection loss is 1.02 dB lower than that of DG FDSOI MOSFET while the Return loss is 0.05 dB higher as compared to 
that of DG FDSOI MOSFET. 
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Tables 

Table 1: Parameters used in the design of SG FDSOI and DG FDSOI MOS devices 

Symbol Parameter Value 

L Channel length 20nm 

tox Gate oxide thickness 1nm 

tbox Buried oxide thickness (BOX) 3nm 

tsi Silicon substrate thickness 10nm 

W Width 50nm 
N+ Drain/Source doping concentration 1e20cm-3 

Na Channel doping concentration 1e15cm-3 

 

Table 2: RF Performance Comparison of the various MOS devices reported in the literature with the devices designed in this work  

References Device VG 

(V) 

VD 

(V) 
Cgs 
(fF) 

Cgd 
(fF) 

gm 
(S) 

fT 

(THz) 

Ref. [31] SGFDSOI 1 1.5 32 14.5 0.0115 0.038 

Ref. [26] GSDGFDSOI 1 0.5 0.77 0.30 0.0032 0.515 

This Work SGFDSOI 1 0.8 0.23 0.17 0.064 25.88 

DGFDSOI 1 0.8 0.21 0.18 0.102 41.15 

Where, SGFDSOI=single gate FDSOI MOSFET, DGFDSOI=double gate FDSOI MOSFET and GSDGFDSOI=gate stack double gate FDSOI 

MOSFET (with Si3N4 as high-k dielectric material)                                                                                                                                                                         

Figures                                      Figure 1. Structure of designed SG FDSOI MOSFET 

 

 

 

Figure 2. Structure of designed DG FDSOI MOSFET 
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Figure 3. Small signal equivalent circuit of single gate FDSOI MOSFET 
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Figure 4. Small signal equivalent circuit of double gate FDSOI MOSFET 
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Figure 5. Drain current (ID) versus gate to source voltage (VGS) 

 

 

Figure 6. Intrinsic gate capacitances (Cgs and gate Cgd) versus gate to source voltage VGS 
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Figure 7. Cut off frequency (fT) and frequency transconductance gain product (FTGP) versus gate to source voltage VGS 

 

 

Figure 8. Real (Y11) and Real (Y22) versus frequency 
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Figure 9. Real (Y12) and Real (Y21) versus frequency 

 

 

 

Figure 10. Img (Y11) and Img (Y22) versus frequency 
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Figure 11. Img (Y12) and Img (Y21) versus frequency 

 

 

 

Figure 12. Minimum noise figure versus frequency 
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Figure 13. Real (S11) and Real (S22) versus frequency 

 

 

 

 

Figure 14. Real (S12) and Real (S21) versus frequency 
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Figure 15. Img (S11) and Img (S22) versus frequency 
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Figure 16. Img (S12) and Img (S21) versus frequency 

 

Figure 17. Insertion Loss versus frequency 

 

Figure 18. Transmission Loss versus frequency 
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Figure 19. Reflection Loss versus frequency 

 

 

Figure 20. Return Loss versus frequency 
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